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ABSTRACT
Recent attempts on the Convolutional Neural Network (CNN) based
image retrieval usually adopt the output of a specific convolutional
or fully connected layer as feature representation. Though superior
representation capability has yielded better retrieval performance,
the scale variation and clutter distracting remain to be two chal-
lenging problems in CNN based image retrieval. In this work, we
propose a Multi-Scale Context Attention Network (MSCAN) to
generate global descriptors, which is able to selectively focus on
the informative regions with the assistance of multi-scale context
information. We model the multi-scale context information by an
improved Long Short-Term Memory (LSTM) network across dif-
ferent layers. As such, the proposed global descriptor is equipped
with the scale aware attention capability. Experimental results show
that our proposed method can effectively capture the informative
regions in images and retain reliable attention responses when
encountering scale variation and clutter distracting. Moreover, we
compare the performance of the proposed scheme with the state-
of-the-art global descriptors, and extensive results verify that the
proposed MSCAN can achieve superior performance on several
image retrieval benchmarks.
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1 INTRODUCTION
Instance image retrieval aims to retrieve an image depicting a par-
ticular object in a query from an image database, which has received
a lot of research focus. The success of Convolutional Neural Net-
work (CNN) in recent years has greatly facilitated the advance of
image retrieval owing to its discriminative power and compact rep-
resentation. Though significant improvements have been achieved
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Figure 1: Examples from Oxford5K (first row) and Paris6K
dataset (second row). The first column indicates query im-
ages, and the three right columns denote reference images.

by deep learning based descriptors, two challenges presented by
clutter distracting and scale changes still exist in real applications,
as shown in Figure 1. First, clutter distracting as irrelevant informa-
tion greatly affects the feature representation on the informative
regions for image retrieval. Second, the interest/target objects in
the query and reference images are often different in terms of scale.
In this work, we mainly focus on exploiting the multi-scale feature
representation of informative regions in images.

In real application scenarios, the clutter distracting will severely
hinder the feature matching procedure. As for image retrieval, fo-
cusing on informative regions in images is beneficial to generate
discriminative feature. Recently, the CNN based features are mostly
trained as global descriptors using siamese or triplet network [11]
[2] [29]. As these global features are directly extracted from the
output of the last convolutional layer followed by a max or average
pooling [35] [15] [16], it is difficult to handle the complex scenes
since the target objects in images are mostly unaligned and even
take up only a small portion in some extreme cases. Therefore, it is
beneficial to selectively focus on the informative regions and ignore
the irrelevant ones. Such selectively focusing scheme is also termed
as attention, which has been demonstrated to be effective in various
research areas, such as machine translation [5], speech recognition
[7] and image caption [39]. A typical attention mechanism applied
in CNNs is to predict an attention map in which the value of each
patch indicates the informativeness in corresponding locations.

Scale is a predominant factor affecting feature representation in
image retrieval. In different scales, the attentive regions would be
different. A representative work is scale invariant feature transform
(SIFT) [19], which finds extreme responses at multi-scale gauss-
ian pyramid as feature points for image matching. However, in
existing deep learing based methods, the multi-scale context that is
the relevance between the attentive regions in different scales has
not been fully explored. Current network used to generate scale
robust feature is commonly equipped in training stage with data
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augmentation (i.e., randomly resize or crop the training images,
etc.), or the concatenation feature of input images with different
scales is obtained as the final feature. In some extreme cases, when
the interest objects take small portions of the input images, in the
network forward stage, it is hard to retain the responses as the size
of feature map consistently decreases. In order to perform reliable
attention across different scales, intuitively, we need to acquire
multi-scale context information. However, few attempts have been
made to explore the context between different scales attentions.

In this paper, we propose aMulti-ScaleContextAttentionNetwork
(MSCAN) which performs selective attention across multiple layers
of different scales. The attentions from multiple scales constitute
attention sequence in which we can explore the context informa-
tion. Specifically, such context within the attention sequence is
modeled by a two layer Long Short-Term Memory (LSTM) network.
The first layer encodes the attention maps at different scales and
generates initial multi-scale context memory. Then this context
memory is fed to the second LSTM layer to assist the network to
selectively focus on the informative attention and further produce
a multi-scale aware attention. That is to say, if attention responses
at a specific scale are informative regarding the multi-scale context,
the LSTM network will import more information. To the best of our
knowledge, our scheme is the first work to approach image retrieval
utilizing attention mechanism, coupled with recurrent memory net-
work to model multi-scale context in feature representation.

To sum up, our main contributions in this paper are as follows:

• First, we propose a multi-scale context attention network
which stacks multiple attention modules in multiple layers
of different scales. Thus, we are able to capture the most
informative regions from multiple scales.

• Second, we explore the context among different scales at-
tentions. Such context information is modeled by a LSTM
network with context memory and attention gate to adap-
tively select the attentions from multiple scales.

• Third, our proposed MSCAN achieves superior performance
on all the evaluated image retrieval benchmarks and the
visualization results further provide evidences of the effec-
tiveness of our method.

The rest of the paper is organized as follows. The related work is
discussed in Section 2. Our network structure and learning details
are presented in Section 3. In Section 4, we describe experimental
setup and analyze qualitative and quantitative results. Finally, we
conclude this paper in Section 5.

2 RELATEDWORK
2.1 Image Retrieval
Image retrieval has drawn a quantity of research focus over the
last decades. Early image retrieval methods rely on handcrafted
local features, such as SIFT [19], SURF [6], ORB [30], which are
all equipped with the invariance properties in terms of scale and
rotation to some extent. These local descriptors are commonly com-
bined with vocabulary trees to achieve image retrieval. With Bag
of Words (BoW) [26] and geometric re-ranking, these descriptors
can obtain competitive retrieval accuracy in several retrieval bench-
marks. However, in the context of large scale image retrieval, the

tedious matching procedure of traditional local descriptors can-
not meet the practical requirements, which motivated the global
descriptors such as the VLAD [14] and Fish Vector [25] based ag-
gregated descriptor. Compared with BoW features, the aggregated
global features are superior from the perspective of retrieval accu-
racy and feature compactness.

Recently, CNN based features have been widely adopted owing
to its strong ability in semantic representation. Azizpour et al. [3]
has shown that the max pooling of feature maps of CNNs (e.g.,
the output of intermediate layers) can generate more effective rep-
resentations than the fully connected layers. Regional Maximum
Activation of Convolutions (RMAC) was proposed in [35], which
averages max pooled features over a set of multi-scale regions of
interest (ROI) in feature maps. Mahedano et al. [22] proposed a
saliency scheme to build bag of local convolutional features for
efficient image representation. However, these methods mainly use
off-the-shelf CNN pretrained model such as VGG16 [33] as a fea-
ture extractor, while recent works tend to fine-tuning on target
dataset to get further performance improvements. In [11], Gordo
et al. proposed an end-to-end learning framework on R-MAC fea-
ture representation with triplet network. In [2], the VLAD layer
was proposed in the network to train an aggregated global feature.
Filip et al. [29] proposed an unsupervised fine-tuning scheme using
hard examples to learn global features. However, these recent meth-
ods have not fully explored the active selection of the informative
responses from multi-scale context.

2.2 Attention Model
Our method is closely relevant to the attention model [5, 7, 20, 32,
38, 39] which allows the networks to selectively focus on specific
information. Attention Model has been employed in the machine
translation, action recognition, image caption, etc. Xu et al. [39]
proposed soft and hard attention for image caption generation.
Stollenga et al. [34] proposed a deep attention selective network for
image classification. Yao et al. [40] designed a temporal attention
scheme for video caption generation. Luong et al. [29] proposed to
fuse both global and local attention for neural machine translation.

Though CNNs based methods [2, 11, 23, 29, 42] have been widely
used for image retrieval, most of them have not taken attention
mechanism into consideration. In [23], Noh et al. leveraged soft
attention for keypoint selection to generate local descriptors. For
deep global descriptors, the current works mainly focus on better
pooling methods in learning stage such as regional pooling [11],
pooling orders [18], etc. As such, the attention mechanism has
not been fully explored in deep global descriptors generation. For
global descriptors, scale variation would result in different attention
prediction. Our method focuses on leveraging multi-scale context to
attentively select informative responses on convolutional features.
In particular, we use an improved LSTM to model the multi-scale
context of attention maps at different scales, which can produce
the more reliable attention.

2.3 Contextual Modeling
Contextual cues are important for feature representation. Many
successful image retrieval systems are developed on CNNs which
implicitly encode context information by cascading multiple layers.
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The scale context information only flows between sibling layers.
To tackle this limitation, previous work [17] attempted to build
skip connections from earlier layers and ultimately aggregating
the intermediate features for better semantic segmentation. Other
works [8, 9] aimed to learn hierarchical and multi-scale pyramid to
capture the context information. Another series of works like [43]
leveraged dilated convolutions to perform contextual modeling. Re-
cently, recurrent network like RNN and LSTM [1] are often added
after convolutional layer to capture the context information be-
tween local patches in one layer. However, the multi-scale context
at different layers has not been fully explored in image retrieval.

Alternatively, we leverage attention mechanism to focus on the
informative regions in particular scales. As the attentive regions
may not be consistent across different scales, in this work, we aim to
explore the relevance between the multi-scales attentions, namely
multi-scale context.

3 PROPOSED METHOD
In network forward propagation, the scales of feature maps consis-
tently decrease, and the attentive regions would correspondingly
change in terms of scale. A similar example is the SIFT descrip-
tor [19] which is collected from extreme responses from different
scales. Consequently, we introduce multi-scale context in attention
representation to encode the representative attention. More specifi-
cally, we introduce a two layer Long Short-Term Memory (LSTM)
network to encode the multi-scale context of attention. The atten-
tion sequence composed of attention maps from multiple scales
is established, and at each step of LSTM, we feed it with an atten-
tion map from a specific scale. We particularly set up a multi-scale
context memory in the first layer of LSTM which memorizes the
context for attention. Additionally, in the second layer of LSTM,
we build attention gates that collaborate with the context-memory
to selectively import attention information.

In this section, we first introduce the attention module we con-
struct. Then we briefly revisit the mechanism of LSTM unit and
describe our proposed MSCAN in details. Finally, the model opti-
mization procedure is further presented.

3.1 Attention Module
Selective representation is crucial for improving discriminative
capability of features. Unlike the face recognition [31] and person
ReID [37] tasks where the interest objects (like face or person) are
cropped and aligned, in image retrieval, the target objects are often
surrounded by complex background.

We design a soft attention module to actively select responses in
network. In this work, we use the ResNet101[12] as base network.
Attention module can be regarded as another branch to compute
the importance score for each patch in feature maps. Given the
input x , we obtain the output feature of the network f (x), and
the attention module computes attention score s(x), which is used
to softly weight the output features. The output attention score
si, j (x) can be regarded as gates for base branch bi, j (x), which can
be formulated as:

bi, j (x) = fi, j (x) ⊙ si, j (x), (1)

Figure 2: The visualization of LSTM unit.

where i , j indicate patch positions over all feature maps. This
procedure is an element-wise product, such that distracting re-
sponses can be suppressed and the responses on interest objects
can be promoted. This module can be trained end-to-end with back-
propagation algorithm, and the partial derivative of bi, j (x) is given
by:

∂bi, j (x)
∂θ

=
∂ fi, j (x)si, j (x ,θ )

∂θ
= f (x)

∂si, j (x ,θ )
∂θ

, (2)

where θ are the parameters in attention module. It is worth noting
that si, j (·) is constrained to non-negative during training.

To build up multi-scale context, we add multiple attention mod-
ules in ResNet101 after each residual block. In particular, our at-
tention module consists of two convolutional layers with kernel
size (1x1). The output of the second layer is applied with softmax
function to get attention score for each patch. Directly feeding the
weighted feature into next layers would affect the stability of net-
work learning. Since the attention weights range from 0 to 1, the
original identity mapping in residual block is changed. Therefore,
we also establish an identity mapping for attention as in [36], which
can be formulated as follows:

bi, j (x) = fi, j (x) ⊙ si, j (x) + fi, j (x). (3)

The motivation is similar to residual learning [12], as the identity
mapping in attention modules ensures that the adding of attention
would not be worse than without it.

3.2 Revisit Long Short-Term Memory Unit
In our method, the Long Short-Term Memory (LSTM) network are
involved, which is constructed by stacking LSTM units. A typical
LSTM unit consists of an input gate it , a forget gate ft , an output
gate ot and hidden state ht , alongside with an memory cell ct . The
visualization of LSTM unit is shown in Figure 2. The computation
process can be formulated as follows:

©«
it
ft
ot
ut

ª®®®¬ =
©«

σ
σ
σ

tanh

ª®®®¬
(
W

(
xt
ht−1

))
(4)
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Figure 3: The visualization of the proposed MSCAN for image retrieval. Multiple attention modules are incroporated. The
attention weights from different scales constitute attention sequence to be fed into LSTM. At training stage, image triplets are
sampled and fed into the MSCAN and triplet loss is computed based on the distances between their global descriptors.

ct = it ⊙ ut + ft ⊙ ct−1 (5)

ht = ot ⊙ tanh(ct ), (6)
where xt , ut and ht−1 are the input, modulated input and previous
hidden state at step t . σ indicates the activation function sigmoid
in LSTM unit. Operation ⊙ denotes element-wise product. The
three gates it , ft and ot are distinctive characteristics of LSTM unit
for different purposes. The input gate it determines the degree of
importing information from modulated input ut to update ct . Then,
forget gate ft controls importing information from previous state
of the cell ct−1 in step t . In the last step, output gate ot determines
the degree of output from memory cell.

3.3 Scale Context Attention Network
Our proposed MSCAN is illustrated in Figure 3. It contains three
major modules, base CNN structure, attention modules and LSTM
network. The CNN structure progressively forwards and outputs
feature representation. Multiple attention modules at specific scale
layers produce attention map on the corresponding output feature
maps. The value of each location in attention map denotes informa-
tiveness of each patch in feature maps. As the dimension of input
feature to LSTM at each step are required to be uniform, before be-
ing fed into the LSTM unit, these different scales attention maps are
downsampled or upsampled to a uniform scale with convolutional
and deconvolutional operations. Then the first LSTM layer encodes
the attention weights of multiple scales and forms the multi-scale
context memory. The second LSTM layer performs attention over
the output of the first layer with the assistance of multi-scale con-
text memory, and the last step output of the second layer are used
as multi-scale aware attention weights to generate attentive global
descriptors.

Multi-Scale Context Memory Module: Since we attempt to
selectively import attention from different scales, the multi-scale
context memory should be obtained. We consider to leverage the
output of the first layer in LSTM to generate a multi-scale con-
text memory. In particular, we employ the averaged hidden status

ht from all steps T in the first LSTM layer to obtain this context
memoryM . It can be formulated as follows:

M =
1
T

T∑
t=1

ht . (7)

At each step t , the LSTM receives the attention map from a
specific scale. Besides, we also consider to feed all the hidden states
of the first layer to another forward network. For simplicity and
model compactness, we adopt averaging methods since adding
another subnetwork would involve more parameters.

Attention in the Second LSTM Layer: We further assess the
informativeness degree of the input in the second layer where
an attention gate дt is set up to selectively control the attention
information imported from each scale. It receives the input ht and
multi-scale context memoryM , which can be formulated as follows:

et = tanh

(
We1

(
ht
M

))
(8)

дt =
exp(et )∑T

u=1 exp(eu )
, (9)

where дt is the normalized attention gate for the input at t step.
After adding learnt attention gate дt , the cell state updating rule in
second LSTM layer is also changed as follows:

ct = дt ⊙ it ⊙ ut + (1 − дt ) ⊙ ft ⊙ ct−1, (10)

It indicates that if input attention ht is important regarding multi-
scale context, the cell in the second layer will import more attention
information from it; while it is less informative we tend to block it
and make better use of history information in LSTM units.

Global Descriptor Generation: The aim of our MSCAN is to
generate more discriminative global descriptors which are able to
be aware of the multi-scale context when modeling attention. The
outputs of the second layer LSTM at the last step are treated as the
final attention weights. The output of the last convolutional layer
F(x) is then applied with the final attention as follows:

F′(x) = F(x) + F(x) ⊙ S(x), (11)
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Figure 4: The training samples for building triplet units. In our experimental setting, each triplet group contains an anchor
sample, two positive samples and five negative samples. In each group, the farthest positive sample and nearest negative
samples regarding anchor sample are selected to compute triplet loss.

where F′(x) is the ultimate feature representation. Subsequently,
we perform global max-pooling over F′(x) to generate deep global
descriptor.

3.4 Model Optimization
We adopt a triplet ranking loss to train our proposed model. The
triplet network aims to project samples into an embedding space
where those samples belonging to the same class are closer than
those from different classes. Let < x ,xp ,xn > denote a triplet unit,
where x is an anchor sample, xp belongs to the same class with x ,
and xn belongs to another class. The constraint can be formulated
as:

d(x ,xp ) + α ≤ d(x ,xn ), (12)
where α is a scalar that controls the margin between positive and
negative samples. The loss function can be defined as:

L(x ,xp ,xn ) = 1
2max{∥ f (x) − f (xp )∥22 + α − ∥ f (x) − f (xn )∥22 , 0}.

(13)
The optimization process of triplet loss is less efficient due to

the dramatic data expansion and the sensitivity to the selection
of triplet units. As for computing triplet loss, each iteration takes
dozens of triplet units, but only a minority may violate the con-
straints. As such, the improper triplet units can seriously degrade
the performance of trained models. Therefore, we perform online
hard exampleminings tomake trainingmore efficient.We define the
hard triplets as the triplet units breaking margin constraints. More
specifically, we forward randomly selected triplet units to com-
pute triplet loss. These triplets violating constraints are recorded
and collected. Then we further feed these “filtered in” hard triplet
units into the network again to compute loss and perform back
propagation. The sampled triplet units are visualized in Figure 4.

3.5 Implementation Details
We choose ResNet101 as base network [12], and 5 attention mod-
ules after each residual blocks are incroporated. In addition, the

stride of the last convolutional kernel is changed from 2 to 1 in
order to obtain larger receptive field for attention. As for LSTM
network, the dimension of each hidden unit equals to the squeezed
dimension of output feature in the last convolutional layer. Besides,
the downsampling and upsampling before LSTM is implemented
by convolution and transposed convolution with kernel size (2x2)
and stride 2. In order to process variable size of input images in the
testing stage, we additionally inject adaptive max pooling before
down and up sampling operations. The deep learning toolbox we
used is Pytorch.

3.5.1 Training Details. Regarding the hyper parameters, we set
α = 0.1 as triplet margin. Since our MSCAN involves multiple
modules, to make the training efficient, we adopt a multi-stage
training strategy. We first train the base network as a classifier
with learning rate 0.0001 with exponential decay for 30 epochs.
Subsequently, we add attention modules and fix the parameters of
the base network, and only fine-tune the parameters in attention
module. Furthermore, we fine-tune both the attention modules
and base network. Then, the down/up sampling layers and LSTM
subnetwork start training with the whole network at learning rate
0.00001 for 30 epochs and staircase decay at 20th epoch with 1/10
multiplier. The weight decay for all the parameters during training
is set to 0.00005.

Data augmentation is also employed to make more efficient train-
ing, which contains random crop with a factor 0.8 and probability
0.5. Moreover, horizontal flipping and color jittering are also in-
volved.

3.5.2 Testing Details.

• Multi-scale feature extraction. At the testing stage, we
adopt a common multi-scale feature extraction strategy as
in [11] which proves that improved results can be achieved.
Following [11], we resize the input images to different sizes,
and then combine the generated global descriptors to a single

Session: FF-4 MM’18, October 22-26, 2018, Seoul, Republic of Korea

1132



descriptor. Three different input image scales are used: 0.5,√
2, 1. The max side of the input image is resized to 1024.

• PCA learning. PCAwhitening is a post-processing approach
usually used for image retrieval. In [35], Tolias et al. learned
the PCA on different datasets depending on the target dataset.
For example, the method in [35] tested on the Oxford5K ap-
plied PCA learned on Paris6K dataset. As both these two
dataset are composed of building images, such whitening
processing would sacrifice some generalization ability to
obtain more competitive results. Instead, we use our training
dataset to learn the PCA, which is similar to [21].

4 EXPERIMENTAL RESULTS
In this section, we first describe the dataset used for training and
testing. Then we evaluate our methods from different perspectives.
Finally, we compare our methods against recent baseline methods
on all the benchmarked datasets.

In order to investigate our proposed MSCAN, we perform the ex-
periments with the following different structures: (1) Attention Net-
work (AN), (2) Multi-Scale Attention Network (MSAN), (3) Multi-
Scale Context Attention Network (MSCAN):

(1)‘AN’. This structure contains only one attention module af-
ter the last convolutional layer. Note that in this case, multi-scale
attention and LSTM structure are removed.

(2)‘MSAN’. This network is similar to our proposed MSCAN but
without context information. It contains multiple scale attention
modules while the LSTM network for context modeling is removed.

(3)‘MSCAN’. This is the proposed MSCAN network.

4.1 Datasets
We train proposed MSCAN model on a landmark dataset [11] and
then perform test evaluation on Oxford5K[27], Paris6K [28] and
Holiday datasets[13].

4.1.1 Training Datasets.

• We use landmark dataset [11] for fine-tuning descriptors.
This dataset provides full version and clean version. Due to
some invalid URLs in this dataset, the full version we collect
contains 135,292 from 586 landmarks and the clean version
is a filtered subdataset with SIFT-based matching procedure
and 34,593 images. We use the full-version dataset to train a
model for initializing the fine-tuned network as performed
in the training pipeline of [11]. Fine-tunned network is then
trained using the clean version dataset.

4.1.2 Testing Datasets.

• Oxford 5K dataset [27] contains 5,062 building images cap-
tured in oxford university. It provides 55 queries with anno-
tated region of interest (RoI). We test on this extend version
Oxford105K by adding 100K distracting images from [26].

• Paris 6K dataset [28] contains 6,412 building images captured
in Paris. It also provides 55 queries as Oxford5K. We also test
on its extend version Paris106K.

• Holiday dataset [13] consists of 1491 images of personal
holiday photos. The dataset includes a large variety of scene

types (natural, man-made, water, etc) and objects as well. It
contains 500 queries for retrieval evaluation.

4.2 Compared methods
We compare the proposed scheme with several recently proposed
descriptors which are representative and relevant to image retrieval
due to their excellent performance on retrieval benchmarks.

RMAC [35]. This is a recent deep global descriptor which is
generated by performing regional max pooling over selected rigid
regions on output feature maps of intermediate layers. Usually,
RMAC uses the off-the-shelf CNN model to extract features.

siaMAC [29]. This is a recent global descriptor which is trained
by an unsupervised fine-tuning via exploiting hard positive and
negative examples.

DIR [11]. This is an extended version of RMAC, which utilizes
end-to-end learning framework to learn RMAC descriptors with a
triplet network.

NetVLAD [2]. NetVLAD is a recently proposed network with
a learnable VLAD layer to learn aggregated features from local
patches.

DELF [23]. DELF is a recently proposed local descriptors which
uses attention mechanism to select keypoint in local patches. This
feature achieves competitive performance on several benchmarks.

GeM [10]. GeM is generic mean pooling that is a learnable pool-
ing layer to produce discriminative features. GeM achieves the
state-of-the-art performance in several existing datasets.

4.3 Quantitative results
We present the comparison results in Table 1 on Oxford5K, Paris6K,
Holiday and their extensions Oxford105K, Paris106K, Holiday101K.
For the first part of Table 1, we compare our methods with those
competitive global descriptors. Our approach has yielded a signifi-
cant improvement over the state-of-the-art methods GeM [10] from
the results on Oxford5K and Paris6K with performance gain of
1.4% mAP and 2.4% mAP. Compared with DIR [11], we also obtain
obvious performance superiority with 3.1%mAP and 0.6%mAP im-
provements on Oxford5K and Paris6K. These two datasets consist
of building landmarks in which the scale changes are obvious due
to different photo capture conditions. The performance superiority
on these two datasets can provide useful evidences that the features
generated by our MSCAN are more robust to scale changes and dis-
criminative for retrieval. It should be noted that compared with the
DIR [11], we also use the same dataset for training. However, the
available training images in our experiment are not complete since
their published dataset only provides download URLs of images
and some of them are invalid now. The full and clean version of
training dataset used in DIR [11] are 168,882 and 42,410, but in our
case the numbers are 135,292 and 34,593 respectively. In a sense,
such training dataset difference further proves the effectiveness
and robustness of our descriptors.

On holiday dataset, the proposed scheme also outperforms the
state-of-the-art though the performance margin is not that im-
pressive. It can be explained that the training dataset we used is
a building dataset, while the holiday dataset is mainly composed
of scenes and objects. Hence, the domain difference in training
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Table 1: Performance comparisonwith the state-of-the artmethods. Thesemethods use different networks like VGGorResNet.
To differentiate them, we show the dimensions of their descriptors. Fine-Tuned (yes/no) means whether the model is trained
on another dataset or is an off-the-shelfmodel i.e., ImageNet pretrainedmodels. The state-of-the-art performances are in bold.

Methods Fine-Tuned Dim Oxford5K Oxford105K Paris6K Paris106K Holiday Holiday101K
MAC No 512 56.4 47.8 72.3 58.0 79.0 66.1

CroW [15] No 512 70.8 65.3 79.7 72.2 85.1 -
Spoc [4] No 512 68.1 61.1 78.2 68.4 84.5 -

RMAC [35] No 512 69.4 63.7 85.2 77.8 86.9 75.1
NIP [41] No 512 69.3 - - - 88.9 -
BLCF [22] No 336 77.8 - 83.8 - - -

siaMAC [29] Yes 512 77.1 69.5 83.9 76.3 - -
NetVLAD [2] Yes 4096 71.6 - 79.7 - 87.5 -

FisherVector [24] Yes 512 81.5 76.6 82.4 - - -
DELF [23] Yes 128xN 83.8 82.6 85 81.7 - -
DIR [11] Yes 2048 86.1 82.8 94.5 90.6 89.1 -
GeM [10] Yes 2048 87.8 84.6 92.7 86.9 89.5 87.9

AN Yes 2048 86.0 82.7 91.1 86.2 88.8 86.9
MSAN Yes 2048 87.4 84.5 92.8 87.3 89.3 87.6
MSCAN Yes 2048 89.2 85.8 95.1 91.0 90.1 88.2

Methods + Query Expansion
DELF+QE [23] Yes 2048 90.0 88.5 95.7 92.8 - -
DIR+QE [11] Yes 2048 90.6 89.4 96.0 93.2 - -
GeM+QE [10] Yes 2048 91.0 89.5 95.5 91.9 - -
MSCAN+QE Yes 2048 91.7 90.1 95.8 92.9 - -

(a) (b)

Figure 5: Performance (mAP) variations with the reduced di-
mensionality of descriptors on retrieval benchmarks.

dataset and testing dataset affects the representation capability of
descriptors.

In particular, the MSCAN outperforms both MSAN and AN. This
indicates the effectiveness of multi-scale context attention mecha-
nism to yield more discriminative features. From the performance
comparison between AN and MSAN, we find that the multi-scale
attention mechanism is also beneficial for performance improve-
ments. It can be explained that the attention module focuses on
the informative regions, and the multi-scale attention mechanism
tries to capture the informative responses in each scale. Moreover,
the further improvements by scale context can be explained as: the
multi-scale context of attention assists the network to selectively
retain attention responses across a range of different scales, and
generate scale context aware attention in final feature generation.

Query Expansion. We explore query expansion to further im-
prove the performance, and the comparisons with the state-of-
the-art methods involving query expansions are illustrated in the
second part of Table 1. Query expansion utilizes the top k results

retrieved by first query, then these results undergo a spatial verifica-
tion. The remaining results are used to perform average aggregation
and normalization to generate a new query. The final results are
produced by the new query. Spatial verification leads to heavy mem-
ory footprint and runtime cost. The comparison methods all adopt
complex strategy, for example, DLEF [23] adopts both deep global
and local descriptors in query expansion; besides, GeM [10] utilizes
a weighted query expansion to tune the results. In our case, we
simply apply more cost friendly query-expansion, performing aver-
age query expansion on the top recall images. We achieve the best
results on the Oxford5K and its extension by a substantial margin
compared with others. On Paris6K and its extension, competitive
results are also achieved.

Dimension reduction. To further analyze the robustness of
the feature representation, we present the performance curve with
the variant dimensionality via PCA whitening. Seven different op-
eration points from (32, 64, 128, 256, 512, 1024 and 2048) are plotted
in Figure 5. The performance of AN and MSCAN consistently de-
crease as dimensions reduce. In particular, when the dimensions
are reduced to 128, the performance drop tend to be significant. It
is clear that MSCAN still have superior performance margin over
AN, which further demonstrates the effectiveness of our method.

Multi-Scale Context.Moreover, we further test the effects of
different number of scales in context modeling for our attention
network and the results are given in Table 2. In our network, the
downsampling ratio is 32=25, and therefore we may exploit atten-
tion context from 5 different scales attention maps. From small scale
to large scale (attention from deep to shallow), we progressively
model attention from more scales context. From such progressive
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Figure 6: Response feature maps of different methods. These three columns represent the responses from pretrained model,
fine-tuned model without and with our multi-scale context attention mechanism respectively. We select three images of a
particular building from Oxford5K. There are four groups from (a) to (d) and in each group three images of one particular
building in different scales are presented. From up to down, the scale of building in images consistently decreases. Note that
these buildings are not included in our training set.

Table 2: Performance (mAP) comparison for different num-
ber of scales in context modeling on Oxford5K and Paris6K
datasets.

Number of Scales Oxford5K Paris6K
1 87.4 92.8
2 87.9 93.3
3 88.8 94.6
4 89.0 95.1
5 89.2 95.1

results, exploiting three scales can obtain performance gains. More-
over, the performance gains consistently increase with more scales
context available.

4.4 Visualization and Discussion
To better understand our model, we visualize the responses maps
from final attention weighted feature maps which undergo pooling
to generate deep global descriptors. The visualization comparisons
are listed in Figure 6. Note that these buildings are not included
in our training set. Each building is captured from near-middle-far
perspectives with different scales. It is interesting to find that our
method can better focus on the essential part of target buildings.
Moreover, in Figure 6 (a)(b)(d), there are persons or other occlusions
in images taking up large portions of content, while comparison

methods still generate distinct responses on these irrelevant content.
By incorporating scale aware attention mechanism our model can
well capture the part of buildings and their distinctive regions.

5 CONCLUSIONS
WepresentMSCAN, a novel network architecture to generate global
descriptors for large scale image retrieval. MSCAN is an incorpo-
rated multi-scale context attention mechanism which owns robust
capability to selectively focus on the informative regions with the
assistance of scale context. An improved LSTM with attention gate
and context memory are proposed, which models the multi-scale
context between different scales attention map and generate more
informative attention for feature representation. The demonstrated
experimental results validate the effectiveness of our methods by
achieving superior performance on retrieval benchmarks.
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