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Abstract:    The increasing amount of videos on the Internet and digital libraries highlights the necessity and importance of 
interactive video services such as automatically associating additional materials (e.g., advertising logos and relevant selling in-
formation) with the video content so as to enrich the viewing experience. Toward this end, this paper presents a novel approach for 
user-targeted video content association (VCA). In this approach, the salient objects are extracted automatically from the video 
stream using complementary saliency maps. According to these salient objects, the VCA system can push the related logo images 
to the users. Since the salient objects often correspond to important video content, the associated images can be considered as 
content-related. Our VCA system also allows users to associate images to the preferred video content through simple interactions 
by the mouse and an infrared pen. Moreover, by learning the preference of each user through collecting feedbacks on the pulled or 
pushed images, the VCA system can provide user-targeted services. Experimental results show that our approach can effectively 
and efficiently extract the salient objects. Moreover, subjective evaluations show that our system can provide content-related and 
user-targeted VCA services in a less intrusive way. 
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1  Introduction 
 

In recent years, the amount of videos on the 
Internet has increased tremendously. For example, the 
most popular video-sharing site to date, YouTube, 
possessed up to 78.3 million videos by March 17, 
2008. Meanwhile, this number still increases by 
150 000 to over 200 000 per day (Gao et al., 2010). 
Thus, it would be encouraging to provide incentive 
services such as personalized video recommendation 
and online video content association (VCA). In par-
ticular, VCA refers to the service that associates ad-

ditional materials (e.g., texts, images, and video clips) 
with the video content to enrich the viewing experi-
ence. A promising application of VCA is user-targeted 
video advertising. This new model of advertising is 
less intrusive, displaying only advertising information 
when the user makes the choice by clicking on an 
object in a video. By learning the user’s preference, 
the hot-spots that correspond to brands can be further 
highlighted so as to extract more interest of the users. 
Therefore, VOA presents a significant opportunity for 
marketers to extend the reach of their campaigns with 
compelling content (Gao et al., 2010). VOA can also 
be easily applied in digital libraries, where the related 
materials can be automatically associated with the 
video content being viewed so as to provide supple-
mentary information or enrich the viewing  
experience.  
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There have been many approaches to associate 
additional materials (e.g., advertising logos and video 
clips) with video content. In these approaches, dif-
ferent guidelines have been proposed in different 
VCA services. For example, some works (Li et al., 
2005; Chang et al., 2008; Guo et al., 2009) point out 
that a good VCA service should not interrupt the 
viewing experience, while some others argue that the 
associated materials should be relevant to the video 
content (Mei et al., 2007; Wang et al., 2008) or user 
preference (Lekakos et al., 2001; Thawani et al., 2004) 
to enrich the viewing experience. To sum up, a good 
VCA service should be: (1) Non-intrusive. The asso-
ciated materials should not interrupt, clutter, or delay 
the viewing experience. (2) Content-related. The 
associated materials should be relevant to the impor-
tant video content. (3) User-targeted. The associated 
materials should match individual preferences of 
different users. 

Existing studies on VCA focused mainly on the 
first two requirements. For example, Li et al. (2005) 
presented an approach to overlay less intrusive im-
ages into a baseball video, while Wang et al. (2008) 
proposed an approach to detect predefined semantic 
concepts in video. Ad images were then associated 
with these concepts through concept-to-ad and 
ad-to-concept relevancies. However, these ap-
proaches may have difficulties in meeting the re-
quirement of user-targeted VCA. That is, they had not 
taken the individual preferences of different users into 
account, which is important for the satisfactory VCA 
services. In fact, the user preference is an important 
factor that should be considered. From the perspective 
of intrusiveness, people often show high tolerance to 
the associated materials with preferred contents. 
Moreover, individual preference plays an essential 
role in determining which video content is important 
and interesting. Therefore, it necessitates the devel-
opment of content-related and user-targeted VCA 
services. 

In this paper, we propose a novel approach for 
user-targeted video content association. In this ap-
proach, images are associated with video content 
using two modules, including the ‘pull’ and ‘push’ 
modules (Fig. 1). The ‘pull’ module refers to an in-
teractive approach that allows users to retrieve the 
images related to the interesting video content 
through simple interactions by the mouse or by an 
infrared pen. In contrast, the ‘push’ module can 

automatically extract the salient objects from the 
video stream by using complementary saliency maps. 
Given these salient objects, our VCA system can push 
the content-related images to the users. Moreover, the 
user feedbacks on the pulled or pushed images are 
also collected to mine individual preferences, which 
can be further used for user-targeted VCA. Experi-
mental results show that our approach can effectively 
and efficiently extract the salient objects. In addition, 
subjective evaluations show that our system can pro-
vide content-related and user-targeted VCA service in 
a less intrusive way. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Compared with existing approaches, our main 

contributions are summarized as follows: 
1. We propose a novel approach to automatically 

extract salient objects. In this approach, two com-
plementary saliency maps (i.e., sketch- and envelope- 
like maps) are used to locate the accurate borders of 
the salient objects. Experimental results show that our 
approach outperforms four state-of-the-art ap-
proaches remarkably. 

2. We present an intelligent system to provide 
content-related and user-targeted VCA services in a 
less-intrusive way. Subjective evaluations show that 
the effect of VCA service is promising and acceptable.  

 
 

2  Related work 
 
In existing approaches, there are mainly two 

ways to associate other materials with video content, 
including in-banner and in-stream VCA. Generally 
speaking, in-banner VCA places associated materials 
on banners outside of the video content, while 
in-stream VCA refers to inserting or overlaying  
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multimedia materials into video streams; i.e., the 
main difference between in-banner and in-stream 
VCA approaches is the placement of associated ma-
terials. We focus on in-stream VCA in this survey. 

2.1  In-stream video content association 

In general, there are two ways for in-stream 
VCA, i.e., linear and non-linear VCA. In linear VCA, 
associated materials are usually inserted before, in the 
middle of, or after the related video segment. The key 
characteristic is that users are forced to watch these 
materials as they take over the full view of the video. 
This approach is popular in existing video-sharing 
sites. Existing research focused mainly on inserting 
content-related video clips in a less intrusive way. For 
example, Mei et al. (2007) proposed an approach to 
insert content-related clips into video. The insertion 
point was selected as the time point with high content 
discontinuity and low content attractiveness. In Sri-
nivasan et al. (2007), scene transitions were detected 
for inserting content-related video clips. Typically, 
linear VCA is prevalent and can achieve promising 
results. However, the original video is inevitably 
prolonged, which may interrupt the viewing  
experience.  

Another means for in-stream VCA is non-linear 
overlay, which provides associated materials in par-
allel to the video content. The simplest means for 
non-linear VCA is to detect attractive clues in videos 
and associated images/videos with them. For example, 
Lee et al. (2009) extracted keywords from video 
scripts for further association. In contrast, Liao et al. 
(2008) first detected the popular objects in video 
through image matching. These objects are then used 
for scheduling the associated images. Similarly, Wang 
et al. (2008) proposed an approach based on atten-
tion-relevancy computing. They detected predefined 
semantic concepts in video and associated them with 
ad images through concept-to-ad and ad-to-concept 
relevancies. In general, these methods can give en-
couraging results, but their performance relies heavily 
on other techniques such as semantic concept detec-
tion and trademark extraction. 

Beyond these approaches, some research fo-
cused on embedding logos or clips into videos of 
specific genres. For example, Li et al. (2005) pro-
posed an approach to overlay images onto the simple 
background in baseball video. Similarly, Chang et al. 
(2008) selected the insertion positions in tennis video 

by attention calculation, and then inserted harmoni-
cally re-colored images to these positions. In contrast 
to these approaches, Liu et al. (2008) proposed a 
generic approach for inserting virtual contents into 
the less attractive regions within higher attentive 
shots. Guo et al. (2009) presented an approach to 
detect a set of spatio-temporal non-intrusive positions 
for overlaying contextually relevant images. Overall, 
these approaches are effective but intrusive since 
some video content is replaced by other irrelevant 
materials. Moreover, they have not taken the indi-
vidual preferences of different users into account, 
which absolutely play an important role in achieving 
satisfactory VCA. 

To avoid interrupting the natural viewing ex-
perience and to guarantee the integrity of video con-
tent, we propose a novel approach to associating 
images to interesting or salient objects in a user-  
targeted way. Therefore, we also give a brief review 
of interesting/salient object extraction. 

2.2  Interesting/Salient objects extraction 

Typically, interesting objects are visually salient 
(Elazary and Itti, 2008). As a consequence, the two 
terms, ‘interesting object’ and ‘salient object’, are 
often used interchangeably, particularly for the scenes 
with unique foreground objects. As a straightforward 
approach, Hou and Zhang (2007) extracted salient 
objects using simple thresholds on saliency maps, 
while Achanta et al. (2009) binarized the saliency 
map with adaptive thresholds for salient object ex-
traction. Moreover, Park and Moon (2007) presented 
an approach to extract salient objects in images using 
feature maps. Candidate regions were selected using 
the convex hull algorithm for salient object extraction. 
Kwak et al. (2005) first localized the salient regions in 
contrast maps and then extracted the borders of salient 
objects using salient points. In Liu et al. (2007), the 
condition random field (CRF) was used for salient 
object extraction. Often, these approaches can well 
extract the interesting or salient objects in simple 
scenes, but may have difficulty in detecting interest-
ing objects from complex scenes. 

To process the complex scenes, Ko and Nam 
(2006) presented a novel approach for extracting 
salient objects in images. In their approach, images 
were segmented into regions and a support vector 
machine (SVM) was trained to select and merge the 
salient regions to construct multiple salient objects. 
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Hua et al. (2006) proposed an energy minimization 
approach for interesting objects extraction. Interest-
ing objects were extracted by iteratively estimating 
the object/background models and optimizing the 
boundaries. As a learning-based approach, Allili and 
Ziou (2007) first learned the relevance of the features 
characterizing the interesting objects. These feature 
relevancies were then used to optimize the object 
contours. Furthermore, Pinneli and Chandler (2008) 
presented a Bayesian formulation to predict the per-
ceived interest of objects. Based on the subjective 
data obtained from psychological experiments, the 
algorithm then estimated the interest of each object 
with respect to their visual, spatial, and semantic 
attributes. Although these approaches may work well 
in some cases, they may fail to generalize to all scenes 
since the learned mappings between objects and in-
terest/saliency may not always hold. Moreover, these 
approaches may have difficulties in extracting the 
accurate contours of the salient objects. 

To sum up, interesting/salient object extraction 
requires automatically determining the location and 
extent of the most attractive targets in a scene. Toward 
this end, we propose an approach for salient object 
extraction using complementary saliency maps. In 
this approach, a sketch-like saliency map is used to 
roughly locate the most salient targets. After that, the 
sketch- and envelope-like maps are both used to ex-
tract the accurate contours. Details of our approach 
will be discussed in the following sections. 

 
 

3  System framework 
 
Our VCA system (Fig. 1) can associate images 

with videos through two VCA modules, ‘pull’ and 
‘push’. The ‘pull’ module allows a user to interact 
with the video content to pull the images that are 
 

 
 
 
 
 
 
 
 
 

related to the preferred content. Meanwhile, the 
‘push’ module can extract the salient object from 
video and push related images to the user. The user 
feedbacks on associated images are also collected to 
mine individual preferences. In retrieving related 
images, these preferences can be used to obtain us-
er-targeted VCA services.  

The flowchart of the ‘pull’ module is illustrated 
in Fig. 2. Users are allowed to directly interact with 
the video content by the mouse or by an infrared pen. 
Note that here the interaction points made by the 
infrared pen are located using a Wiimote and the ap-
proach proposed by Lee (2008). Since a complex 
interaction (e.g., drawing a rectangle) would confuse 
non-experienced users, we only request the user to 
click a preferred object either in the viewing process 
or during a pause. Since it is often difficult to accu-
rately segment the object with a single click, we 
segment multiple candidate objects by selecting dif-
ferent parameters. These candidate objects are then 
displayed and the user is asked to click the one that 
best meets his/her intention (Fig. 2). After that, the 
selected target is used to retrieve the most relevant 
images. The associated images and other information 
are displayed in two additional windows attached to 
the video window to avoid interrupting the video 
viewing process (Fig. 2).  

The flowchart of the ‘push’ module is shown in 
Fig. 3. In this module, salient objects are first ex-
tracted from a video stream using the complementary 
saliency maps. For each salient object, a feature 
vector is extracted to retrieve the most relevant im-
ages on the image server. Finally, the server will push 
the associated images and other information to the 
client player. Often, the salient objects correspond to 
the important content of the video. Moreover, the user 
preference, which can be simply mined from the 
historical user feedbacks on associated images, will  
 

 
 
 
 
 
 
 
 
 

(a) (b) (c)

Fig. 2  Flowchart of the ‘pull’ module 
(a) Click the preferred content; (b) Select a desired object; (c) Retrieve related images 
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be considered in the retrieval processes. In this way, 
the VCA service is expected to be content-related and 
user-targeted. 

From the discussions above, we can see that 
there are two key issues both in the two modules, 
including interesting/salient object extraction and 
associated image retrieval. We will discuss these two 
issues in the following sections. 

 
 

4  Interesting/Salient object extraction 
 
In the ‘pull’ module, the extraction of an inter-

esting object involves only two simple clicks. After 
the first click, multiple scaled pairs of rectangles are 
generated according to the size of the frame. For each 
pair, pixels outside the large rectangle are labeled as 
background seeds while pixels inside the small rec-
tangle are labeled as object seeds. After that, the other 
pixels are classified based on their similarities to the 
seeds. Here we adopt the approach proposed by 
Friedland et al. (2005). 

Step 1: Seeds clustering. Establish two KD-trees 
by clustering the background and object seeds, re-
spectively. Each node in a tree is a cluster of pixels.  

Step 2: Pixel assignment. For the other pixels, 
find the tree nodes with similar colors and assign 
them to these nodes.  

Step 3: Post-processing. Connect isolated com-
ponents or smooth the boundary.  

After these three steps, an interesting object can 
be extracted for each rectangle pair. Here we generate 
multiple candidate objects with different rectangle 
pairs, and users can select the desired one with the 
second click. 

While in the ‘push’ module, salient objects 
should be extracted in a fully automatic way and 
without any human interaction. Compared with the 
interactive approach, automatic extraction of salient 
objects is more difficult. Typically, visual saliency 
serves as the selection criterion of the important video 
content. Therefore, extracting the salient object can 
facilitate the content-related VCA. To accurately 
extract the entire object, we first introduce the con-
cepts of complementary saliency maps.  

Let O  be a salient object in an image .I  The 
fragment E  can be called the ‘envelope’ of the object 
if ,⊆O E  and the fragment S  can be called the 
‘skeleton’ of the object if .⊆S O  In other words, the 
envelope is a fragment with a high recall while the 
skeleton is a fragment with a high precision. Corre-
spondingly, the saliency maps that emphasize only the 
envelope and skeleton are called the envelope-like 
and sketch-like maps, respectively. Here we denote 
these two maps as complementary maps since they 
capture two different but ‘complementary’ aspects for 
salient objects in an image.  

To construct the object and background models, 
we need to obtain the envelope and skeleton of an 
object, as in the interactive object extraction. Intui-
tively, we expect that: 

1. The envelope covers the object as much as 
possible, containing just a few redundant parts of 
background. 

2. The skeleton includes the most representative 
parts of the objects with little background. 

To extract these two fragments, we propose a 
novel approach for salient object extraction using 
complementary maps. The framework of this ap-
proach is illustrated in Fig. 4. First, the envelope and 
skeleton are generated from two complementary 
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Fig. 4  The framework of our approach for extracting a 
salient object by using complementary saliency maps 

Fig. 3  Flowchart of the ‘push’ module 



Li et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2010 11(11):850-859 855

saliency maps. Second, the seeds for object and 
background are generated from these two fragments. 
Third, the remaining pixels are classified as object or 
background pixels according to the seeds.  

From these discussions, we can see that how to 
select the complementary saliency maps is the most 
important issue. Typically, the envelope-like map 
should highlight a large area covering the objects 
while the sketch-like map should emphasize only the 
most representative parts in the objects. Considering 
these properties, we can generate the envelope-like 
map by integrating two simple feature maps. The first 
map is the frequency-tuned map (FTM) proposed by 
Achanta et al. (2009) and the second map is the  
center-surround contrast map (CCM) proposed by Liu 
et al. (2007). The reason of choosing these two fea-
ture maps is that FSM together with CCM can 
pop-out almost every salient location from different 
perspectives. Therefore, the linear combination of 
these two maps can yield a blurred saliency map 
covering nearly all the salient objects. For a pixel p, 
the envelope-like map can be integrated as 

 

env FSM CCM( ) ( ) (1 ) ( )s p s p s pλ λ= ⋅ + − ⋅ ,        (1) 
 

where λ∈[0, 1] can be determined by cross-validation. 
In this study, we empirically set λ=0.55.  

For the sketch-like map, we exploit an existing 
feature map known as the ‘color distribution map’. 
The main idea is that the wider a color distributes, the 
more likely it appears on the background (Liu et al., 
2007). Therefore, the representative colors of the 
objects can be determined by measuring the spatial 
color distribution. If the spatial derivation of one class 
of colors is large, this class is likely to serve as the 
background color. Here we use the color distribution 
map to approximate the sketch-like map. 

Given these two maps, the envelope E  and the 
skeleton S  can be generated as 

 

env env env

ske ske ske

{ | ( ) ( ), },
{ | ( ) ( ), },
p s p s p
p s p s p

α Δ
α Δ

⎧ = ≥ ⋅ ∈⎪
⎨

= ≥ ⋅ ∈⎪⎩

I

E

E� I
S� I

       (2) 

 

where env ( )s ΔI  and ske ( )s ΔE  are the average saliency 
values over I  and E , respectively. The parameter 

envα  is set to a small value to obtain a high recall 
fragment, while skeα  is set to a large value to reach a 

high precision fragment. The envelope and skeleton 
are then used to derive the seeds. Intuitively speaking, 
pixels outside the envelope are highly likely to be part 
of the background and thus can be labeled as back-
ground seeds, while pixels inside the skeleton have a 
high probability of belonging to the salient objects 
and can be labeled as object seeds. In this way, the 
classification method used to extract the interesting 
objects can be applied here to automatically extract 
the salient objects from the video stream. For effi-
ciency, only the salient objects in the key frames are 
extracted as candidates for further video content  
association.  

 
 

5  Associated image retrieval 
 
An important issue in VCA is to retrieve the 

images that are similar to the interesting/salient ob-
jects. In the retrieval process, the individual prefer-
ence should be considered to obtain user-targeted 
results. In this study, for simplicity, such preference 
refers to the interest on specific image categories (e.g., 
shoes, animals, cars). Without loss of generality, we 
suppose that there exist N categories and the prefer-
ence of the kth user can be represented by an 
N-dimensional vector vk. In this vector, the nth com-
ponent vkn represents the user interest on the nth im-
age category.  

To learn the user interest on each image category, 
we have to collect their feedbacks on the associated 
images. For the pulled/pushed images in the nth cat-
egory, the kth user has labeled them as ‘preferred’ or 
‘disliked’ for knT +  and knT −  times, respectively. Thus, 
we can empirically calculate the interest on this cat-
egory as 

 

1
1 exp( )kn

kn kn

v
T T− +=

+ −
.                   (3) 

 
We can see that once the images in a category are 

frequently labeled as ‘preferred’, νkn will approximate 
1. Otherwise, the ‘disliked’ category will correspond 
to zero interest. For other image categories, the in-
terest value will be ranged in [0, 1]. 

Given the user preference, we select the fol-
lowing features to compute four kinds of similarities 
between interesting/salient objects and images: 
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1. Point-based feature. We extract SIFT (scale- 
invariant feature transform) points from 2000 images 
and group them into 256 clusters. Then we can extract 
the 256-bin SIFT histogram and represent it with 256 
bytes. 

2. Edge-based feature. We filter images or ob-
jects with 12 Gabor filters in three scales and four 
directions. For each output map, we calculate a 10-bin 
energy histogram. Then a Gabor histogram of 120 
bins is formed by combining these histograms. Si-
milarly, the Gabor histogram is represented with 120 
bytes. 

3. Contour-based feature. The image signature 
proposed by Brasnett and Bober (2007) involves 
tracing and analysis of lines in images with trace 
transform. The generated signature forms a vector of 
64 bytes. 

4. Color-based feature. Here we extract a 
128-bin color histogram for each image in the HSV 
space and represent the histogram with a vector of 
128 bytes. 

In our application, these features are combined 
to form a packet and are transferred to the image 
server using the TCP/IP protocol. In the retrieval, the 
score of an image I  in the nth category is computed 
as follows: 

 

P E T CScore( ) (Sim Sim Sim Sim )knv= ⋅ + + +I ,  (4) 
 

where SimP, SimE, SimT, and SimC are the point-, 
edge-, contour-, and color-based similarities, respec-
tively. Note that here all these four similarities are 
normalized into [0, 1]. Finally, only the top four im-
ages are delivered to the client player to provide con-
tent-related and user-targeted VCA. 
 
 
6  Experiments 

 
Two experiments were performed to test the ef-

fectiveness and efficiency of our VCA system. In the 
first experiment, we mainly tested the effectiveness of 
our approach in salient object extraction. In the sec-
ond experiment, subjective evaluations were adopted 
to test the efficiency of our VCA system. 

To evaluate the performance of our salient object 
extraction approach, two public image datasets were 
adopted. Dataset A is as introduced in Achanta et al. 

(2009) and contains the accurate masks for all salient 
objects in 1000 images. Dataset B was proposed by 
Martin et al. (2001); it contains 300 complex images 
with object contours manually labeled by seven sub-
jects in Movahedi and Elder (2010). For dataset B, we 
manually integrated these contours to obtain the ob-
ject masks for each image.  

We compared our approach with four state-of- 
the-art approaches (Itti et al., 1998; Walther and Koch, 
2006; Hou and Zhang, 2007; Achanta et al., 2009). 
Our evaluation metrics are most frequently used ones: 
precision (P), recall (R), and F-score (F). F-score can 
be calculated as follows: 

 

2
+
PRF

P R
= .                           (5) 

 
The performances of these approaches are illus-

trated in Table 1. Some representative results are 
shown in Figs. 5 and 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 1 shows that our approach outperforms the 

other approaches remarkably on both datasets with 
the highest F-scores 0.71 and 0.88. Figs. 5 and 6 show 
that our approach can work well in most cases. That is, 
the accurate boundaries of the salient object can be 
well located, even when the contrast between the 
salient objects and the background is low (e.g., the 
fourth column in Fig. 6), or the object has a complex 
structure (e.g., the second column in Fig. 5 and the 
first column in Fig. 6). However, our approach still 
has some drawbacks. As shown in the second column 
of Fig. 6, some parts of the salient object are missed 
due to the inaccurate envelope.  

Table 1  Performance of salient object extraction ap-
proaches 
Dataset Approach  Precision Recall F-score

Itti98  0.78  0.49 0.65 
Achanta09 0.82 0.75 0.80 
Hou07  0.67 0.57 0.63 
Walther06 0.45 0.38 0.41 

A 

Ours 0.88 0.89 0.88 
Itti98 0.42 0.37 0.39 
Achanta09 0.57 0.45 0.50 
Hou07  0.43 0.48 0.45 
Walther06  0.52 0.34 0.41 

B 

Ours 0.73 0.70 0.71 
The highlight indicates the best result 
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To sum up, our approach can extract salient ob-
jects with precise boundaries. However, generating 
the envelope-like and the sketch-like saliency maps 
with predefined strategies may lead to unsatisfactory 
results. To solve this problem, constructing scene- 
adaptive strategies (e.g., learning the optimal strate-
gies in different situations) to generate these two 
maps could be a feasible solution. 

In the second experiment, we tested the per-
formance of our VCA system by subjective evalua-
tion. We selected 350 short videos (6.5 h) in five 
genres: documentary, ad, cartoon, news, and movie. 
We also grabbed 189 432 images in 28 categories 
from Amazon to construct the image database. We run 
the client player on a PC with a Quad-core 2.66 GHz 
CPU (one thread for video play and one thread for 
video analysis). The associated image retrieval was 
performed on a server with two Quad-core 2.33 GHz 
CPUs (four threads were used for the retrieval  

process).  
First, we tested the efficiency of the VCA system. 

We tested the average processing time used in each 
major step of the system: 

1. Attractive object segmentation. When the user 
clicked the video content, it took about 3.36 s to seg-
ment the candidate objects using 10 different  
parameters. 

2. Query feature extraction. Given an interesting 
or salient object, it took about 0.31 s to extract all the 
four features for querying the related images. 

3. Associated image retrieval. It took about 
0.15 s to retrieve the most relevant four images on the 
server. 

From these data, we can see that it took little 
time to associate images with video content. This 
indicates that VCA can be performed efficiently. 

Beyond the efficiency test, subjective evalua-
tions were also adopted for the effectiveness test. In 
the experiment, we requested eight subjects to use our 
VCA system and give scores (1 for unsatisfactory, 2 
for acceptable, 3 for satisfactory) on intrusiveness, 
content-relevance, and preference. Moreover, these 
subjects were also asked to report the representative 
results. Some representative examples of successful 
VCA are given in Fig. 7.  

Fig. 7 shows that both the ‘pull’ and the ‘push’ 
modules can achieve satisfactory results. Investiga-
tion of these subjective evaluations showed that our 
VCA system can achieve promising performance in 
‘content-relevance’ (2.13) and ‘preference’ (2.25). 
Moreover, the ‘intrusiveness’ was also acceptable 
(2.38). We also find that the subjective scores in ‘in-
trusiveness’ were often proportional to scores in 
‘content-relevance’ and ‘preference’. In fact, when 
the associated images are tightly correlated to the 
video content and individual preferences, subjects 
will often feel less intruded upon. 

Survey of the subjective evaluations also showed 
that there are mainly five reasons for the unsatisfac-
tory association effect: 

1. Semantic gap. Often, visual similarity does 
not always guarantee semantic similarity. There still 
exists a great gap between finding a visually similar 
image and finding a semantically related image. 

2. Limited dataset. For some interesting/salient 
objects, it is difficult to find related images on the 
limited image database.  

Fig. 5 Representative results of our salient object extrac-
tion approach in dataset A  
(a) Original images; (b) Envelope of the object; (c) Skeleton 
of the object; (d) Final result 

(a) 

(b) 

(c) 

(d) 

Fig. 6  Representative results of our salient object ex-
traction approach in dataset B  
(a) Original images; (b) Envelope of the object; (c) Skeleton 
of the object; (d) Final result 

(b) 

(c) 

(d) 

(a) 
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3. Non-experienced user. Usually, most users of 

the VCA system are non-experienced. They have no 
idea on which kinds of interactions are suitable for 
image retrieval (e.g., they may select small or fuzzy 
objects for further association in the pull module). 

4. Moving object or poor video quality. The in-
teresting/salient objects in video are usually moving 
and are encoded with poor quality. Such motion and 
poor video quality will make the object edges illegible, 
leading to inaccurate edge-based similarity. 

5. Incomplete object. The interesting/salient 
objects in videos are usually incomplete. Often, some 
parts of these objects could be concealed by other 
objects or cut out by poor object segmentation algo-
rithms. For these incomplete objects, existing features 
cannot well describe their visual properties, leading to 
inaccurate image retrieval. 

From the discussions above, VCA is still a chal-
lenging task that requires the advances in many other 
related research areas such as semantic-based image 
retrieval and image segmentation. Among these five 
reasons, the most important issue is to obtain seman-
tically similar images other than the visually similar 
ones. Toward this end, using image tags may be a 
feasible solution to improve the retrieval performance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
7  Conclusions and future work 

 
In this paper, we propose a novel approach for 

user-targeted video content association (VCA). We 
have shown that it is necessary to provide content- 
related and user-targeted VCA services in a less in-
trusive way. Inspired by this requirement, we have 
developed a VCA system that can associate user- 
targeted images to the interesting or salient objects. 
From the subjective evaluations, it seems that our 
system can provide promising VCA services. 

In the future, we will focus on learning the op-
timal strategies for complementary map generation by 
selecting and integrating various kinds of feature 
maps. Moreover, we will incorporate the tags of im-
ages to narrow the gap between visual and semantic 
similarities for better association effect. 
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