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Abstract—Given a query image, retrieving images depicting the 

same object in a large scale database is becoming an urgent and 

challenging task. Recently, Compact Description for Visual 

Search (CDVS) is drafted by the ISO/IEC Moving Pictures 

Experts Group (MPEG) to support image retrieval applications, 

and it has been published as an international standard. 

Unfortunately, with regard to applications with hugely mutative 

illumination, perspective and noisy background, CDVS suffers 

from an inevitable performance loss. In this paper, firstly we 

introduce the query expansion to address performance loss 

caused by the scene complexity in CDVS. Secondly, a query 

expansion instance selection method based on illumination is 

proposed, which achieves better performance. Thirdly, we adopt 

a key feature matching score based weighted strategy in basic 

query expansion to improve retrieval performance. We evaluate 

our proposed methods on the Oxford (5K images) dataset and a 

reality traffic vehicle dataset (12K images), and the result shows 

that the proposed methods boost mean average precision (MAP) 

by 7% ~ 10% in Oxford dataset and 7% ~17% in vehicle dataset. 

Keywords—query expansion; compact description for visual 

search; matching; image retrieval; illumination 

I.  INTRODUCTION  

In recent years, with the popularity of digital image devices 
in various areas, the demand for directly visually searching 
based on image has become stronger and stronger. To address 
the computation complexity, memory load and bandwidth 
limitation in visual search, the MPEG drafted the Compact 
Description for Visual Search [1] standard, in which image 
compact descriptor consists of global descriptor (GD) and local 
descriptor (LD) generated from selected SIFT points.  CDVS is 
proved to achieve remarkable improvements in increasing 
compactness of image descriptor and reducing the computation 
complexity and memory demand while obtaining high MAP. 
However, in feature points based visual searching system, a 
large range of scale changes, great affine transformation and 
quantization distortion in descriptor extraction can cause some 
target objects missed in retrieval. Besides, in some complex 
application scenes, such as traffic vehicle retrieval, the 

illumination may change greatly from day to night, which leads 
to much image retrieval performance loss because of the huge 
illumination difference. All these issues prevent image retrieval 
from practical applications. 

To address these issues, approaches including matching 
graph, rank fusion and query expansion have been proposed. 
The matching graph [2] [3] is constructed offline on the 
database side, which connects all related images. On the query 
side, the graph can provide a set of related database images. In 
[4], ordered retrieval sets given by multiple retrieval methods 
are modeled as graphs and two graph based methods, Graph-
PageRank and Graph-density, are proposed to fuse different 
retrieval sets. Yanzhi Chen et al. [5] introduce a group-query 
based rank fusion method, in which a boosted classifier is 
trained to merge and re-rank the individual results from 
different queries. Query expansion (QE) is firstly introduced 
into Bag of Words (BoW) image retrieval system based on the 
assumption the spatially consistent images depict the same 
object. Experiments show the query expansion is of high 
performance and worthy of further study. 

In this paper, we focus on query expansion, in which the 
spatially verified images are used to issue new queries. In [6], 
the proposed automatic query expansion (AQE) has been 
shown to bring a significant performance boost. In [7], Chum 
et al. propose Incremental Spatial Re-ranking (iSP) to count the 
matched features in previously verified images for more 
effective spatial verification. In [8], negative data in the first 
query are taken into consideration and a linear SVM classifier 
is trained for discriminatively query expansion (DQE). DQE is 
extended in [9] using pairwise instead of pointwise learning in 
re-ranking stage to preserve the sub-ranking order. In [10], the 
contextual query expansion method based on common visual 
patterns (CVPs) is introduced, in which two contextual query 
expansions on visual word-level and image-level are explored 
to improve retrieval performance. All the query expansion 
strategies show great performance improvement but are faced 
with a critical problem: how to select the most effective re-
query image from verified results. As shown in Fig. 1, the 
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origin query image Q0 has 4 related images in LA. Origin 
query returns 4 results in LB ranked according to spatial 
consistency, in which the LB0 is related and LB1 are unrelated. 
In QE, all 3 results in LC returned by Q1 (LB0) are related but 
already contained in LB. Another 3 images in LD are retrieved 
by Q2 (LB1), but all of them depict different object from Q0. 
In short, the most ideal image for query expansion should be 
related and have certain difference with origin query image. 
Therefore, an effective query expansion image selection 
method is valuable. 

In this paper, a proposed basic query expansion (BQE) is 
firstly introduced into CDVS image retrieval system. And 
secondly an expansion image selection method based on 
illumination (EISBI) is proposed to address illumination 
difference, following a pairwise strong spatial verification to 
remove unrelated images in origin retrieval results. Thirdly we 
propose a key feature matching score based weight strategy 
(MSBW), which is inspired by the robust feature selection 
method based on self-matching score in [11]. The remaining 
sections are organized as follows. The image retrieval system 
based on CDVS is introduced in section II and the proposed 
methods are described in Section III. In Section IV, the 
experiment method, evaluation criterion and comparison 
results are detailed. Finally, we conclude this paper in Section 
V. 

 

II. IMAGE RETRIEVAL SYSTEM BASED ON CDVS 

To meet practical image retrieval system demands, CDVS 
adopts many proposals, including 6 different query descriptor 
lengths (512B, 1K, 2K, 4K, 8K and 16K) for different 
scenarios. We build the image retrieval system based on CDVS 
retrieval framework, including CDVS bitstream extraction and 

image retrieval using CDVS bitstream. 

A. CDVS Bitstream Extarction 

The CDVS standard defines the compressed bitstream 
syntax, and the CDVS bitstream extraction includes distinctive 
local feature detection and compressed descriptor generation. 
The six key procedures illustrated in Fig. 2. 

Firstly, in CDVS, the result of Laplacian of Gaussian (LoG) 
filtering is approximated by the adopted low-degree 
polynomial (ALP) to detect key points. Secondly, a subset of 
features are selected based on the relevance measure. Thirdly, 
the popular SIFT [12] descriptor characterizes the interest 
points with a 128-dimension gradient histogram. Then, in local 
feature compression process, CDVS adopts a transform coding 
scheme followed by ternary scalar quantization and entropy 
coding. Local feature location compression module produces 
the compressed local feature descriptor and location data, 
which is called local descriptor (LD). Meanwhile, the selected 
local features are aggregated into global descriptor (GD) by 
Gaussian Mixture Model (GMM). At last, the LD and GD are 
packaged into CDVS bitstream. 

B. Image Retrieval Using CDVS Bitstream 

The CDVS standard also specifies the retrieval framework. 
As show in Fig. 3, a collection of local and global descriptors 
are aggregated into the database respectively. The query local 
and global descriptor is extracted from query image. The image 
retrieval module consists of global descriptor query, spatially 
Geometric Consistency Check (GCC) and re-ranking based on 
local descriptor. 

Firstly, each global descriptor in database is compared with 
query global descriptor, and a number of highly ranked images, 
such as 500, are selected in the shortlist according to hamming 
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distance. Secondly, an exhaustive pairwise comparison strategy 
tries to find all matched local feature pairs between the query 
image and each candidate image in the shortlist. For each pair 
of matched features, a matching score is given to evaluate the 
matching reliability. Then, CDVS adopts DISTRACT to 
achieve fast GCC and the matched point pairs are divided into 
inliers and outliers. At last, the matching score summation of 
inliers is used to re-rank the shortlist, and the final retrieval 
results are given in the sorted order. 

 

III. PROPOSED QUERY EXPANSION FOR CDVS 

In this paper, the proposed basic query expansion with is 
introduced into CDVS and the number of expanded re-query 
images is researched. Then two novel methods, including 
EISBI and MSBW, are proposed to address the existing 
problems in basic query expansion as described above. 

A. Proposed Basic Query Expansion for CDVS 

As show in Fig. 4, the proposed basic query expansion 
framework in CDVS consists of 4 modules, including the 
origin query, the expansion image selection, the expanded 
query and retrieval results fusion. The origin query is firstly 
conducted according to the standard CDVS retrieval 
framework using the origin input image as query instance, and 
the origin retrieval result list is returned. In the expansion 
image selection step, the reliable verified images are selected 
from origin list and their expanded descriptors, including local 
descriptors and global descriptors are obtained from the 
database. Then in expanded query step, the selected images are 
used to issue new queries and new expanded retrieval result 
lists are returned. At last, the origin result list and expanded 
result lists are merged together according the fusion strategy 
and the final sorted images are returned as the retrieval results. 

Notably, compared to basic CDVS retrieval system, new 
problems need to be considered in basic query expansion 
because of the 3 new modules. Firstly, in expansion image 
selection step, it is an important problem that how to select 
expansion images and how many images should be selected, 
which is critical for query expansion performance 
improvement. Then, how to retrieve using the selected images 
should be seriously handle, since expanded query is expected 
to return the related but not already returned images. Lastly, the 
efficient query result lists fusion method is also worth to be 
further studied. 

In our proposed basic query expansion, some experiments 
and measures are adopted to address the problems above. 
Firstly in expansion image selection, the top-k ranked images 
are selected according to the matching similarity score from the 
spatial verified results. Experiment results suggest that top-3 is 
an optimal choice. As shown in Fig. 5 (BQE1 ~ BQE4 mean 
the top-1 ~ 4 images are selected), more performance 
improvement is obtained by selecting more highly ranked 
images for re-query, but the MAP gain will be negligible when 
lower ranked image (4th or lower) is used for query expansion. 
Some more reliable expansion image selection methods will be 
discussed in part B. Secondly, the query expansion is intended 
to find the ignored targets in the origin query. Therefore in 
query expansion the candidate images must be verified against 
the expanded local descriptor rather than the origin local 
descriptor, because the ignored targets may be removed once 
again in spatial verification using the origin local descriptor. As 
shown in Fig. 6, STD means the standard CDVS retrieval, 
EXP1 and EXP2 stand for the query expansion using the origin 
local descriptor and selected expansion local descriptor. 
Compared to EXP2, EXP1 improves the MAP performance 
much less. And also a more effective strategy based on key 
features will be introduced into expanded query step in part C. 
Thirdly, when fusing the origin query result list and expanded 
query result lists, we resort the verified images according to the 
spatial verification matching score. If one target appears in 
multi lists, the highest score is adopted. The final resorted list is 
returned as result. 

B. Expansion Image Selection Based on Illumination 

The query expansion is an effective improvement, because 
new issued queries based on highly ranked verified results can 
obtain other related images. But as shown in Fig. 1, the origin 
query Q0 and the highest ranked image LB0 is quite the same, 
when LB0 is used to issue a new query Q1 in query expansion, 
all the returned images in LC are contained in LB. The 
expanded re-query with Q1 gets no any related results and 
makes no sense. But the positive related images (LA4 and LA5) 
are captured in quite low illumination, they fail to be retrieved 
by both Q0 and the top 3 highly ranked images (LB0, LB1 and 
LB2) in the basic query expansion. Besides, an incorrectly 
verified image (LB1) is in high rank or even the first rank. 
Experiments show, there are approximately 9% unrelated 
images sorted in the first rank and about 11% of the top 3 
ranked results are unrelated in large scale image retrieval, the 
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numbers even reach 17% and 20% in 512B mode. As seen, the 
query expansion using unrelated image (Q2, also LB1) will 
find other unrelated results (LD0 ~ LD2). 

To address this problem, the verified results with matching 
score greater than a given threshold are taken into 
consideration in query expansion. Then a pairwise strong 
spatial verification is applied to remove the unrelated retrieved 
image and the passed images form a candidate image list. And 
finally the candidate verified image with biggest illumination 
difference from origin query image is used to re-query. Fig. 1 
as an example, LB3 is selected for query expansion. As shown 
in Fig. 7, in which the new query is issued using LB3 with the 
lowest IM value, the results of query expansion are listed in LE. 
The related image LA4 and LA5 are returned in LE by LB3. In 
practice, during the CDVS bitstream extraction for each image, 
an illumination measure IM is calculated based on the patches 
around the selected feature points, the IM is treated as an 
expression of the image illumination. In the query expansion, 
the image with the biggest IM value difference with origin 
query image are selected from the candidate list. The new 
query is issued by the selected candidate image. The expansion 
image selection is processed as follow. 

For each feature, FIM acts as a measure to feature 
illumination according to (1).  𝑌𝑖  is the Y component ,also 
called gray value, of one pixel in the feature point patch (a 5x5 
square centered at the feature point in our experiment), and 
𝑁𝑝𝑎𝑡𝑐ℎ is the pixel number in the patch.  

 𝐹𝐼𝑀 =  
1

𝑁𝑝𝑎𝑡𝑐ℎ
 ∑ 𝑌𝑖

𝑁𝑝𝑎𝑡𝑐ℎ

𝑖
 (1) 

Eq. (2) averages the FIM of all selected local feature to get 
IM to measure illumination of the whole image. The 𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠  

means the number of selected features in Local Feature 
Selection. 

 𝐼𝑀 =  
1

𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
∑ 𝐹𝐼𝑀𝑖

𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

𝑖
  (2) 

In CDVS bitstream extraction, the 𝐼𝑀 (0~255) is quantized 
into 32 levels as (3), and only 5 bits are needed to encode the 
illumination, which can achieve an equivalent performance 
with an 8-bits IM. 

 𝐼𝑀 =   𝐼𝑀 ≫ 3  (3) 

In query expansion, the originally verified images with 
matching score exceeding 𝑇𝐻𝑠𝑐𝑜𝑟𝑒  form the candidate re-query 

image set 𝑀𝑐𝑎𝑛 . In (4), 𝑀𝑝  is the verified image with origin 

query image and 𝑀𝑆𝑝 is the matching score for 𝑀𝑝. 

 𝑀𝑐𝑎𝑛 =  {𝑀𝑝|𝑀𝑆𝑝 >  𝑇𝐻𝑠𝑐𝑜𝑟𝑒  𝑎𝑛𝑑 𝑀𝑝 𝑖𝑠 𝑣𝑒𝑟𝑖𝑓𝑖𝑒𝑑}  (4) 

For each image in 𝑀𝑐𝑎𝑛, matching and spatial verification 
are applied with each other image in 𝑀𝑐𝑎𝑛 during the pairwise 
strong spatial verification, and the number of matched images 
is defined as 𝑀𝐶 . Then the images with 𝑀𝐶  less than 𝑇𝐻𝑀𝐶  
(half of the image number in 𝑀𝑐𝑎𝑛) are removed from 𝑀𝑐𝑎𝑛 as 
(5). 

 𝑀𝑐𝑎𝑛 =  {𝑀𝑝|𝑀𝐶𝑝 ≥  𝑇𝐻𝑀𝐶  𝑎𝑛𝑑 𝑀𝑝  ∈  𝑀𝑐𝑎𝑛} (5) 

The image that has largest IM value difference with origin 
query image is selected from 𝑀𝑐𝑎𝑛 for query expansion as (6), 
in which the 𝐼𝑀𝑝  means IM of an image in 𝑀𝑐𝑎𝑛 , and 𝐼𝑀𝑄0

 

corresponds to the origin query image. 

 𝑝 = 𝑎𝑟𝑔𝑚𝑎𝑥 (𝑎𝑏𝑠(𝐼𝑀𝑝 , 𝐼𝑀𝑄0
))  (6) 

The selected image 𝐼𝑀𝑝 is considered reliably related with 

origin query image, and also more capable to be matched with 
the related images that are not retrieved by the origin query. 
Therefore 𝐼𝑀𝑝  is a reasonable choice to issue new query in 

query expansion. 

C. Matching Score Based Weight Strategy 

The feature selection is an essential technology in 
descriptor extraction. The self-matching score based feature 
selection method [11] achieves a better performance compared 
to the relevance measure in CDVS. Inspired by the idea of [11], 
we proposed the matching score based weight strategy in query 
expansion. As described in [11], our experiment shows that the 
matched features are more likely to be matched with features in 
other target image, which means the matched features are more 
discriminative. As shown in Fig. 8, the related image B is 
returned by the origin query image A at high rank and used to 
issue a new basic query expansion. Another two images C and 
D are matched with image B, in which image C is related and 
image D is unrelated. There are totally 55 feature points in 
image B. In matching image A and with image B, 34 pairs of 
features are matched up (show as yellow circles and matching 
lines) and the remaining 21 green feature points in image B are 
not matched with any features point in image A. The 34 
matched features in image B are called KFS (key feature set). 

B C DB

A B

Fig. 8. An illustration of matching score based weight strategy 
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Fig. 7. Improvement of proposed expansion image selection method 



In the basic query expansion, 25 features in image B are 
matched with features in related image C, and 18 of the 
matched features are contained in KFS. But in matching B and 
the unrelated image D, only 2 out of 10 matched features in B 
belong to the KFS. Therefore it is a reasonable conclusion that 
the matched key features in re-query image are more likely to 
be matched in query expansion with the positive results, and in 
contrast the unmatched features are less discriminative and 
hard to be matched. The key feature matching score is used to 
measure the feature discrimination in expansion query. 

Firstly, all the features in re-query image are weighted as 
𝑊𝑓_𝑜𝑟𝑖  (=1.0). Then in the query expansion, the weights of 

features in re-query image are adjusted according to the feature 
matching score with the origin image. Taking the top right 
image B in Fig. 8 as example, the features in KFS (show as 
yellow circle) are considered more distinctive and large weight 
is given to features in KFS. The adjustment is operated as (7) 
followed by the normalization (8). 

 𝑊𝑓 = 𝑊𝑓_𝑜𝑟𝑖 +  𝑀𝑆𝑓  (7) 

 𝑊𝑓 =
𝑊𝑓 × 𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒

∑ 𝑊𝑓

𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒
𝑓

  (8) 

 𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒  is the number of features in re-query image. 𝑀𝑆𝑓 

is the matching score (ranging from 0 to 1.0) of a feature in re-
query image and its weight is given by 𝑊𝑓. Specially, 𝑀𝑆𝑓 of 

feature that is not included in KFS is assigned with 0.  

 Then in the query expansion, the matching score of the re-
query image and candidate image is calculated according to (9) 
using the adjusted weight. The 𝑀𝑆  is the matching score 
between two images, 𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒  is the number of matched inliers. 

 𝑀𝑆 =  ∑ 𝑀𝑆𝑓 ∗  𝑊𝑓
𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒

𝑓
 (9) 

Finally, the weighted matching scores 𝑀𝑆  of all the 
candidates in the shortlist are used to re-rank and merge the 
newly verified results into the origin retrieval images. 

 

IV. EXPERMENTS 

A. Experiments Sets And Evaluation Method 

We evaluate the basic query expansion in CDVS and our 
proposed two methods on the Oxford 5K dataset [13] and a 
vehicle dataset captured on reality traffic road. The retrieval 
performance is expressed by MAP. 

The Oxford dataset contains 5062 high resolution building 
images (1024 x 768) collected from Flickr by searching for 
particular Oxford landmarks. There are 11 different landmarks 
and each is represented by 5 queries. There are total 55 query 
images and the remaining 5007 images are database images. 

Besides, we collect a set of traffic images from actual road 
video cameras and 13813 vehicles are detected and intercepted, 
including 1519 kinds of different makes or models. Each query 
image has at least 5 ground truths. In the vehicle dataset, there 
are 1519 query images and 12294 database images. The traffic 
images are captured both in the daytime and the nighttime. The 
images depicting the same vehicle may be quite different in 
illumination. Some example images in the dataset are shown in 
Fig. 9, each row depicts the same vehicle.  

The MAP is calculated by averaging the Average Precision 
(AP) of all queries. For each query, AP means the area under 
the precision-recall curve, in which the precision is the 
retrieved related images number out of all retrieved images 
number and the recall is the number of retrieved related images 
to the number of all related images. The proposed method is 
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integrated into TM 11.0 [14] (CDVS Reference Software Test 
Model Framework), and the retrieval performance is treated as 
Baseline.  

B. Experiments Results 

a) Oxford dataset: The basic query expansion using 

the top ranked verified image and matching score based 

weight strategy are tested on the Oxford dataset. The MAP 

performance of BQE and MSBW compared to Baseline are 

shown in Table I and plotted in Fig. 10. We can see that at 

least 6.5% performance improvement is achieved by 

introducing the query expansion into CDVS. Especially in low 

bit rate mode (512B ~ 2KB), there is almost 9% MAP gain. 

And the MSBW improves MAP by another 1.5% ~2.5% 

compared to BQE. 

b) Vehicle dataset: Vehicle dataset is collected with 

huge illumination changes. Except for BQE and MSBW, the 

expansion image selection based on illumination is also 

compared in the vehicle dataset. 

The MAP and performance comparisons are summarized in 
Table II and shown in Fig. 11. For BQE, the performance is 
improved by 3% ~ 15% MAP increase for different descriptor 
size. MSWB achieves another 2% ~ 3.5% MAP gains 
compared to BQE. EISBI behaves slightly better than MSWB 
when the descriptor size is between 1KB and 8KB. Also the 
two proposed methods can be activated together into BQE for 
CDVS, which will introduce 7% ~ 17% MAP improvement 
compared to the basic CDVS image retrieval. 

 

V. CONCLUSION 

The CDVS image retrieval system suffers a performance 
drawback in some complex application scenes. In this paper, 
firstly the proposed basic query expansion is introduced into 
CDVS. Secondly, a pairwise strong spatial verification is 
applied to make sure of the related verified images, and we 
evaluate the illumination of image by the IM value, then an 
expansion image selection method based on image IM value is 
introduced to solve the problem of illumination change. 
Thirdly, we define the key features based on the assumption 
that matched features are more distinctive, then a key feature 
matching score based weight strategy is adopted, in which 
larger weights are given to the matched key features in 

expanded images based on the matching scores. The weight is 
used to calculate image matching score. The proposed methods 
are integrated into CDVS TM11.0 and experiments show that 
in Oxford dataset, We boost the retrieval performance by 6.5% 
~ 9% MAP gain. In vehicle dataset, total 7% ~ 17% MAP 
improvement is achieved. 
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TABLE II.           MAP PERFORMANCE COMPARISONS 

BR 
MAP (%) 

Baseline BQE MSBW EISBI MSBW+EISBI 

512B 38.13 52.81 55.50 54.97 55.01 

1KB 52.71 62.05 64.64 65.32 65.42 

2KB 57.05 63.96 66.24 67.85 68.72 

4KB 62.32 65.77 68.72 69.01 69.98 

8KB 63.17 66.36 68.72 69.43 70.52 

16KB 63.20 66.36 69.47 69.34 70.49 

 

TABLE I.               MAP PERFORMANCE COMPARISONS 

BR 
MAP (%) 

Baseline BQE MSBW 

512B 13.48 21.66 23.18 

1KB 16.95 23.18 24.74 

2KB 19.49 27.25 29.69 

4KB 22.32 29.15 30.85 

8KB 21.91 28.20 30.23 

16KB 21.66 28.46 30.66 

 


