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Abstract. A novel HW-based video up-scaling method proposed in this paper 
performs the video image up-scaling. Based on the geometry similarity between 
the original image and the target image, the proposed algorithm produces new 
pixels by exploiting the directional weights from the errors estimated by a 
preset interpolation model in the local area, and using the weights to combine 
two pixel values predicted by the same model. The algorithm can well preserve 
the local structure, the edge sharpness in particular, and effectively reduce 
artifacts such as jaggies and ringings. Based on this method, an efficient HW 
architecture is developed which is capable of processing at real-time up-scaling 
to HD or UHD@30fps. Experimental results demonstrate that the proposed 
method even outperforms some methods using more complex algorithms in 
both objective and subjective image qualities. In addition, the low complexity 
of the algorithm simplifies the hardware implementation, which makes real-
time enlargement of video image practical. 

Keywords: local structure based image interpolation, video scaler, lowpass 
filter, VLSI design. 

1 Introduction 

Image up-scaling technique aims to reconstruct high resolution (HR) images from the 
original low resolution (LR) ones. This is a very prevalent technique in digital image 
applications, ranging from consumer electronics to professional display devices. 
Video scaler is a crucial component of these applications for resolution format 
conversion, for example, images enlarging from QCIF to CIF, or from standard 
definition (SD) video to high definition (HD) video or more recently to ultra high 
definition (UHD) video. The more advanced method in preserving the image quality 
usually increases the computational burden at the same time. But it is agreed in 
studies that for real applications, the criteria should be put not only on the perceptual 
quality of images, but also on the computational/implementation cost [1, 2]. 
                                                           
* Corresponding author. 
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Classical linear interpolation methods, such as bilinear [3] or bicubic [4] 
interpolation, have their benefits on low computational cost and are hence widely 
used as scaling methods in early years. But these methods face difficulties in 
preserving the fast-changing geometry structures, such as sharp edges and fine 
textures. Unfortunately, this problem could not be solved by linear interpolation 
methods because of the unsuitability of their inherent space invariant model for a 
variety of natural geometry structures. 

Non-linear interpolation method is the primary domain of research in recent years. 
The most outstanding advantage of non-linear interpolation is its possibility to 
preserve the sharpness of edges and textures, which is highly sensitive to human 
visual system. So a wide variety of methods [5-11] have been devoted toward this 
topic. The methods in [5, 6, 7] quantize the edge orientation into finite models and a 
VLSI architecture has been implemented in [7]. But the process of identifying edge 
orientations is quite complicated and may result in image distortion if the 
identification for orientation goes wrong. In order to adjust to an arbitrarily oriented 
edge, the methods in [8, 9, 10] apply auto-regression model to the estimation of the 
local interpolation coefficients. NEDI [8] proposed a method to estimate the 
covariance matrix of the high resolution image based on the corresponding low 
resolution one, and NLEDI [9] extends the choice of estimating window to larger 
areas. However, auto-regression model always introduces huge computation time by 
solving a set of linear equations: it is cited in [8] itself that the computation of each 
pixel will require about 1300 multiplications when the local window size is 8, which 
is obviously unacceptable for hardware design. In [11], two pre-estimated samples are 
combined by using the statistics obtained by linear minimum mean square-error 
estimation (LMMSE). However, the estimation is only taken in the pixel interpolation 
itself that ignores its connection with its surrounding pixels, which is not enough to 
get a satisfactory result.  

In this paper, we propose a new image up-scaling method that exploits the local 
geometry structure by applying a preset interpolation model to calculate orientation 
estimation errors of four local neighboring pixels from LR image and interprets the 
structure into directional weights for HR image pixel interpolation. Due to the 
simplicity of this method, we propose a possible hardware architecture that 
accomplishes real-time HD to UHD image enlargement with limited resource 
consumption. 

The rest of the paper is organized as follows. In Section 2, the proposed method is 
introduced. Section 3 gives the experimental results in objective and subjective 
quality. Section 4 proposes an architecture for implementation of our algorithm and 
shows the main resource consumption. The conclusion is provided in Section 5. 

2 The Proposed Image Interpolation Method 

Without losing generality, we first consider the case of scaling factor equal to 2, i.e. 
the problem of the LR image of size H W scaling up to the HR image of size 2H 2W. 
After this, we then consider the more general case where the scaling factor is an 
arbitrary number.  
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Let I୦ be the HR image that is intended to be interpolated by the LR image, I୪. As 
in Fig.1, the black dots represent the I୪ pixels and the gray and white pixels represent 
the missing ones in I୦ that need to be interpolated. In our method, white pixels are 
able to be calculated only after all of the gray ones are obtained, hence the whole 
process is divided into two stages: first, gray pixels are interpolated by black pixels. 
Second, white pixels are interpolated by black and gray pixels together. 

At the first stage, let’s focus on P(2x+1, 2y+1) interpolation process as an example.  
According to the assumption that HR image and its associated LR image have 

geometric similarity in the local area, we consider that the HR area centered at 
P(2x+1, 2y+1) and its four nearest surrounding LR areas centered at P(2x, 2y), 
P(2x+2, 2y), P(2x, 2y+2), P(2x+2, 2y+2) have the same geometric characteristics. In 
this paper, we mark the areas with two mutually orthogonal lines illustrated in Fig.1. 
The solid lines cover an HR local area, and the dotted lines cover one of the 
surrounding LR areas. 

 

 

Fig. 1. HR image filled with LR image pixels and the missing pixels. The black dots represent 
the LR image pixels and the gray and white dots represent the missing HR pixels. 

We find that P(2x+1, 2y+1), the center pixel of the HR local area, can be interpolated 
using the information extracted from the already existed LR pixels - P(2x, 2y), P(2x+2, 
2y), P(2x, 2y+2) and P(2x+2, 2y+2). The question emerges naturally now: since the 
local areas share the same structure, is it possible to exploit the structure characteristics 
by the existing LR pixels, and to use this local structure to interpolate the missing ones? 
NEDI [8] proposed a possible method: it gets interpolation coefficients according to a 
principle of minimum mean square error in the local area, and then uses these 
coefficients to interpolate the missing samples. The disadvantage of this method is the 
high complexity of solving a set of linear equations for generating interpolation 
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coefficients. Meanwhile, inspiration for an alternative method comes up in the opposite 
way: to save the computation time, we can prepare a preset interpolation model (two 
mutually orthogonal lines in Fig.1) and use the same model to interpolate P(2x+1, 2y+1) 
and its surrounding pixels- P(2x, 2y), P(2x+2, 2y), P(2x, 2y+2), P(2x+2, 2y+2). Since 
the surrounding pixels are already existing, prediction errors can be easily calculated 
between the true pixel values and their predicted ones, then the errors are used for 
generating a set of weighting factors to derive the more accurate P(2x+1, 2y+1). At the 
meantime, we introduce an edge Sensitive Factor (SF) to better represent the sharpness 
of edges and textures, which will be discussed in detail later. The procedure of our 
algorithm is described as follows: 

At first, for missing pixel P(2x+1, 2y+1), we interpolate its two predicted values Eସହ and Eଵଷହ along 45° and 135° respectively by using the eight nearest pixels on the 
two diagonal lines (4 for each). Then we fuse the two predicted values into the true 
value of P(2x+1, 2y+1) by a set of weighting factors Wସହ and Wଵଷହ, which remain to 
be determined. 

ସହܧ   ൌ C0 ൈ Pሺ2x െ 2,2y  4ሻ  C1 ൈ Pሺ2x, 2y  2ሻ   C2 ൈ Pሺ2x  2,2yሻ  C3 ൈ                   Pሺ2x  4,2y െ 2ሻ                                             (1) 
ଵଷହܧ  ൌ C0 ൈ Pሺ2x െ 2,2y െ 2ሻ  C1 ൈ Pሺ2x, 2yሻ   C2 ൈ Pሺ2x  2,2y  2ሻ  C3 ൈ                   Pሺ2x  4,2y  4ሻ                                             (2) 
 Pሺ2x  1,2y  1ሻ ൌ ସܹହ ൈ ସହܧ  ଵܹଷହ ൈ  ଵଷହ                        (3)ܧ
 
The values C0, C1, C2 and C3 (1, 2) are coefficients derived using a typical low-

pass filter model (െ ଵ଼ , ହ଼ , ହ଼ , െ ଵ଼  for example). And the second step is to use the same 

model to interpolate predicted values for surrounding pixels, which are 0ܧସହ, 0ܧଵଷହ 
for P(2x, 2y), 1ܧସହ 1ଵଷହܧ ,  for P(2x+2, 2y), 2ܧସହ 2ଵଷହܧ ,  for P(2x, 2y+2) and 3ܧସହ, 3ܧଵଷହ for P(2x+2, 2y+2). Now taking the predicted values 0ܧସହ and 0ܧଵଷହ 
as an example: 

0ସହܧ     ൌ C0 ൈ Pሺ2x െ 4,2y  4ሻ  C1 ൈ Pሺ2x െ 2,2y  2ሻ   C2 ൈ Pሺ2x  2,2y െ 2ሻ                      C3 ൈ Pሺ2x  4,2y െ 4ሻ                                        (4) 
0ଵଷହܧ       ൌ C0 ൈ Pሺ2x െ 4,2y െ 4ሻ  C1 ൈ Pሺ2x െ 2,2y െ 2ሻ   C2 ൈ Pሺ2x  2,2y  2ሻ                       C3 ൈ Pሺ2x  4,2y  4ሻ                             (5) 

 

Then, we regard the sum of four prediction errors along a particular direction as the 
local structure estimation error along this direction: 
ସହݎݎܧ  ൌ |Pሺ2x, 2yሻ െ |0ସହܧ  |Pሺ2x  2,2yሻ െ |1ସହܧ  |Pሺ2x, 2y  2ሻ െ |2ସହܧ                              |Pሺ2x  2,2y  2ሻ െ  3ସହ|                                     (6)ܧ
ଵଷହݎݎܧ     ൌ |Pሺ2x, 2yሻ െ |0ଵଷହܧ  |Pሺ2x  2,2yሻ െ |1ଵଷହܧ    |Pሺ2x, 2y  2ሻ െ |2ଵଷହܧ                            |Pሺ2x  2,2y  2ሻ െ  3ଵଷହ|                         (7)ܧ



434 H. Sun et al. 

 

ସହ implies the possiݎݎܧ
make interpolation along 
possibility will be, and vice

However, the experimen
not sufficient to reflect t
directional weighting facto
two prediction errors, which

ସହܨܵܧ 
ଵଷܨܵܧ 
 
Then, the weighting facto
 ସܹହ ൌ
  ଵܹଷହ
 
Finally, we can obtain P(
Once all the gray pixels 

will be treated as availabl
example, P(2x-1, 2y) cover
fashion after rotating the im

3 Experimental R

We firstly down-sample HR
both in horizontal and v
reconstruct the LR images t
HR images in term of obje
 

(a) 

                       (e) 

Fig. 2. Test images. CIF: (a)F
(g)Calendar (h)Raven. 

bility that we get the true value of P(2x, 2y) if we o
45°direction. The greater ݎݎܧସହ  is, the smaller 

e-versa.  
ntal results (Fig.4 (b)) show that these prediction errors 
the sharpness of local structure. So before generat

ors, we introduce an edge Sensitive Factor (SF) to rev
h will make our algorithm more sensitive to edge structuൌ ሺݎݎܧସହሻௌி       

ହ ൌ ሺݎݎܧଵଷହሻௌி            

ors for both directions can be calculated as follows: ൌ ாௌிభయఱாௌிరఱାாௌிభయఱ       (

ൌ 1 െ ସܹହ      (

(2x+1, 2y+1) by substituting ସܹହ and ଵܹଷହ to (3). 
in the entire image are interpolated in the first stage, t
e pixels in the second stage. Then the white pixels (
red by curved lines in Fig.1) can be obtained in the sa

mage plane by π/4 clockwise. 

Result 

R images to LR images by eliminating even position pix
vertical directions, then conduct different methods 
to their original size, and compare them with their origi
ective and subjective qualities. Extensive experiments 

 

        (b)           (c)            (d) 

 

         (f)            (g)            (h) 

Foreman (b)Lena (c)News (d)Football. 4CIF: (e)Ice (f)Crew. H

only 
this 

are 
ting 
vise 
ure: 

(8) 

(9) 

(10) 

(11) 

they 
(for 
ame 

xels 
 to 
inal 
are  

HD: 



A Novel Hardware-Based UHD

 

conducted to evaluate our i
choose test images with a v
Crew, large curved edges 
texts, individuals and big ar
Calendar and Raven conta
universal resolutions are t
(704×576) and HD (1280×7

To verify the vital role 
integers 1~8 as the values o
we compare the reconstruc
in Fig.3. The PSNR results 
Sensitive Factor. To be mo
linear increase is detected 
values from 4 to 8. The ch
peak point appearing around

 

Fig. 3. The PS

The subjective quality m
and an example for enlarge
method introduces apparen
artifacts can be amended by
Huge quality improvement 
Sensitive Factor gives mor
fine structures. However, w
(c) and (d) become almost i
observed in other test image

We compared our metho
of bilinear and bicubic, and
methods are applied to the 
in Table 1. Although a va
proposed method consistent

 
 

D Video Up-Scaler Based on Local Structure Estimation 

interpolation technique. Without the loss of generality, 
variety of structures including parallel lines in Foreman 

in Lena and Football. High contrast contents includ
reas of still background are also presented in News and 

ain fine textures with plenty of details. Moreover, seve
aken into consideration, including CIF (352×288), 4C
720). Fig.2 depicts all these images. 

of Sensitive Factor introduced in Section 2, we cho
of SF and substitute them into (8) and (9) respectively, t
cted images with their original ones and plot PSNR val

prove that the image quality is changing with the value
ore specific, in the interval between SF=1 and 8, an alm

for SF=1~3 and a decline trend is found for higher 
hanging trend implies that the PSNR curves always hav
d values of 3 and 4.  

SNR change trend from SF=1 to 8 for test images 

measurements also verified this interesting phenomen
ed Forman is illustrated in Fig.4. Not surprisingly, bicu
nt jaggies along the sharp lines (Fig.4 (a)), whereas th
y our method when SF=1 (b), but not satisfactory enou
is observed in Fig.4 (c) for SF=3, because the increase

re priority to the interpolation process that matches lo
with the increase of SF value, the differences between Fi
invisible. In fact, the phenomena mentioned above are a
es. 

od with other four methods including two classical meth
d two competitive methods in [8] and [11]. These differ

eight test images of Fig.2 and PSNR results are tabula
ariety of the structures and resolutions are involved, 
tly ranks the first in terms of PSNR performance. 

435 

we 
and 

ding 
Ice. 
eral 
CIF 

oose 
then 
lues 
e of 

most 
SF 

ve a 

 

non, 
ubic 
hese 
ugh. 
e of 
ocal 
ig.4 
also 

hods 
rent 
ated 
the 



436 H. Sun et al. 

 

 

(a)                                      (b) 

 

(c)                                      (d) 

Fig. 4. Reconstructed images enlarged to compare different SF values. (a)bicubic (b)SF=1 
(c)SF=3 (d)SF=8.  

Table 1. PSNR results of the reconstructed HR image by different methods 

Images bilinear bicubic Method in[8] Method in [11] Proposed 

Foreman 352x288 29.82 30.01 30.49 30.46 30.60 

Lena352x288 30.13 30.42 30.53 30.27 30.89 

News 352x288 28.84 29.38 28.73 29.16 30.17 

Football 352x288 27.42 28.04 27.38 27.38 28.61 

Ice 704x576 35.36 35.74 35.92 36.42 36.54 

Crew704x576 36.31 36.98 35.81 36.56 37.03 

Calendar 1280x720 28.10 28.25 27.64 28.32 28.54 

Raven 1280x720 42.52 43.68 42.63 43.03 43.91 

Average 32.31 32.81 32.39 32.70 33.29 
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The subjective qualities of test images for these methods are demonstrated by 
News and Football in Fig.5 and Fig.6. The performance of using bilinear interpolation 
is similar to that of using bicubic interpolation as shown in (b) and (d). Both of the 
methods tend to blur the details and generate jaggies throughout the whole image, so 
the visual qualities are inferior to others.  

 

                         (a)                                          (b) 

 
                         (c)                                        (d) 

 
                   (e)                                      (f) 

Fig. 5. Comparison of methods on News. (a)original image (b)bilinear (c)method in [8] 
(d)bicubic (e)method in [11] (f)proposed. 
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In Fig.5, differences among (c), (e) and (f) are easily discovered by evaluating the 
text quality of “MPEG4 WORLD” in the bottom left of the images. The text 
deformation in (c) is probably caused by the incorrect estimation of covariance [9, 
10], which may generate speckle artifacts around high contrast curvatures. That is the 
reason that the PSNR measure for method [8] is the second lowest on average, next  
 

 

                            (a)                                 (b) 

 

                         (c)                                       (d) 

 

                          (e)                                         (f) 

Fig. 6. Comparison of different methods on Football. (a) original image (b) bilinear (c) method 
in [8] (d) bicubic (e) method in [11] (f) proposed. 
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only to the bilinear interpolation. Fig.5 (e) presents “ringing” around the texts and the 
contents are discontinuous. A possible explanation for the undesired artifacts is that 
the method of [11] fails to catch the changing trend of nearby area structure as a 
whole since its LMMSE estimation is only effective in limited area. As a result, its 
PSNR ranks in between bicubic and the method of [8], while the same conclusion is 
also drawn in [10]. However, our proposed method produces favorable image (f) with 
less artifacts, the most noticeable places are in texts and female’s collar. 

The same situation occurs in Fig.6 as well. The reconstruction for parallel stripes 
on the sport pants is a good case to evaluate different interpolation methods, because 
the parallel stripes consist of multiple characteristics such as thin lines, step edges and 
non-directional curves, any of which is a serious challenge for image interpolation. 
The proposed method succeeds in reconstructing a fine image (f) with continuous 
lines and smooth edges rather than other images (a~e) consisting of jaggies, ringings 
and distortion artifacts. 

4 Hardware Architecture 

Except for the high reconstruction quality achieved by our method, low complexity is 
also an important factor. Based on our method, a novel hardware architecture is 
proposed in Fig.7. As mentioned in Section 2, the whole process is divided into two 
stages: calculating all the gray pixels (Fig.1) in the first stage and completing the 
others in the second stage. However, unlike the stage separating method in our 
algorithm, extra memory for frame buffering between the two stages is not necessarily 
required. The first pipeline stage processes pixels one by one and directly stores them 
in Parallel Memory Unit in Second-stage; the Second-stage starts its process while all 
the required pixels arrive. 

 

 

Fig. 7. Block diagram of proposed hardware architecture 

The First-stage is composed of five blocks: Parallel Memory Unit, Missing Pixel 
Predictor, Local Pixel Predictor, Weighting Factor Generator, and Pixel Calculator. 
According to the data dependency deduced from Fig.1, Parallel Memory Unit 
composes of a six-line-buffer array for buffering input image pixels line by line. And 
the pixels are pre-fetched one at a time from each buffer by the Missing Pixel 
Predictor to warrant no conflict in memory accessing, then the predicted values for 
both directions are generated and stored in registers temporarily. At the same time, 
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Local Pixel Predictor generates two groups of predicted values and sends them to the 
next unit for weighting factor generation. The Pixel Calculator produces final pixel 
value by the time that both the weights and the predictions for current missing pixel 
are available. For each new pixel processing, twenty eight original pixels are required 
in total except the overlapped ones. The Pixel Calculator requires two multipliers for 
weighted summation operation (3). Weighting Factor Generator (Fig.8) needs four 
multipliers for SF enhancement (8, 9) when SF=3 (recommended value referring to 
PSNR change trend) and one divider for the following weight assignment (10). In 
addition, the consumption of multipliers and divider can be totally avoided by 
configuring a lookup table directly indexed by prediction errors. As an optimized 
result, main resources consumed in the First-stage are only two multipliers in Pixel 
Calculator since the rest modules are only composed of shifters and adders. It is 
estimated that the proposed method consumes about 1% of hardware resources that 
would otherwise required in method [8]. 

 

Fig. 8. Block diagram of Weighting Factor Generator 

The architecture and operation process of Second-stage are quite similar to that of 
First-stage, which are only distinguished by the memory accessing pattern if we rotate 
the interpolation model by π/4 clockwise (curved lines in fig.1).  

Because of the intrinsic pipeline nature of the architecture, it is found that our 
proposed design can easily support the up-scaling to the UHD@30fps resolution, 
which would require the operating clock frequency of 297MHz. 

5 Conclusion 

A HW efficient image up-scaling method is introduced to solve the contradiction 
between algorithm complexity and visual quality. Specifically, we exploit local 
structure by a preset interpolation model to eliminate the computation brought by 
either edge identification or auto-regression. The edge Sensitive Factor performs well 
in edge regions while suppressing the artifacts and preserving the sharpness. The 
experimental results have proven an overall superiority through objective and 
subjective measurements. Finally, the advantage in much reduced HW resource and 
efficient architecture makes the proposed method appropriate for real-time imaging 
applications, even for UHD applications. 
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