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ABSTRACT

Biological Encoding Models and Ultra-High-Speed
Algorithms for Spike Vision

Yajing Zheng (Computer Science)
Directed by Prof. Tiejun Huang

ABSTRACT

The visual system is an important part of the brain’s nervous system. About 70% of the
information that humans obtain from the outside world comes from vision. The human visual
cortex and its directly related areas account for about one-third of the cerebral cortex. It is not
only responsible for the extraction, processing and integration of visual information, but also
the basis for the formation of advanced brain functions such as learning, memory, decision-
making, and emotion. Compared with computer vision algorithms, the human brain visual
system has unique advantages in many aspects. For example, for the task of object recognition,
the human brain can effortlessly identify thousands of objects, but it is a challenging problem
for machines. The biological visual system has evolved over hundreds of millions of years.
Its functions such as eyes, visual pathways and visual cortex, as well as its system’ s working
mechanism, are very sophisticated. The perception ability of even small insects in some scenes
is much better than most of the machine vision system in the world. How to effectively learn
from the design of biological ingenious vision system and realize a more advanced machine
vision paradigm is still a problem to be studied.

In order to realize advanced machine vision with more characteristics of the biological
vision system, this paper first explores the scientific question of "how does the biological
vision system see the world", and then studies "how to help machines see the world" for the
retina-inspired neuromorphic vision sensors. The main contributions of this paper include:

1. Proposing a single-cell encoding model for simple stimulus based on a convolutional
neural network, revealing the similarity of convolutional neural network with biological
retinal circuit, and can accurately predict retinal spiking responses to white noise
and natural picture stimuli. Experimental results show that the CNN model with
good performance of retinal response prediction exhibits better generalization ability,

whether in transfer learning between different cells or stimuli. In addition, when
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simulating the encoding function of a single cell, the network performance will tend
to be saturated with the increase in the number of network layers or neurons, revealing
that a three-layer convolutional neural network can be equivalent to a retinal neuron -
the smallest neural network in the biological visual system.

. Proposing a population cell encoding model for complex stimulus based on convolu-
tional recurrent neural network, which can predict the response of large-scale retinal
ganglion cells to dynamic natural scenes with high accuracy, and can learn the receptive
field of each ganglion cell, unraveling the coding principle of visual neruons for dy-
namic scenes and provide a way of using recurrence for understanding isual computing.
In addition to being more similar to the retina in structure, the proposed convolutional
recurrent coding network can also learn a higher-accuracy coding model with fewer
parameters. This model is not only of biological value, but also has important signifi-
cance for the design of a new generation of spiking vision models and chips, and even
the development of retinal prostheses.

. Proposing a high-speed image reconstruction algorithm for spiking cameras based on
the short-term plasticity model, which imitates the short-term plasticity mechanism in
the brain to dynamically record the temporal characteristics of the spike stream, and
retains the low time delay of the spiking camera without being limited by the length of
the time window. It can obtain high-quality reconstructed images with low noise and
less motion blur. In view of the characteristics of the spike streams generated by spiking
camera, this paper will analyze how to deduce the spatial pixels according to the state of
the spiking neuron without being affected by the parameter setting of the statistical time
window. In addition, this paper analyzes the trade-off between reducing noise in static
regions and blurring in dynamic regions, and how to reduce the noise generated when
the spiking camera reads out the signal. Experiments show that these improvements
are of great benefit to the reconstruction of ultra-high-speed scenes. Experiments show
that the proposed algorithms outperform the existing spiking camera reconstruction
methods in both subjective and quantitative evaluation results.

. Proposing an ultra-high-speed spiking visual detection and tracking framework, which
can directly process the spike flow information in an unsupervised manner, and dy-
namically adjust the state of the spiking neural network online to achieve continuous
tracking of multiple targets. By introducing the dynamic adaptation layer, the motion

estimation module, and the object detection and tracking layer based on spiking neurons
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ABSTRACT

in turn, this paper constructs three multi-target detection and tracking algorithms for
spiking vision, namely Spike SORT, Spike SORT2, and SNNTracker. Among them,
the algorithm complexity of Spike SORT is low, and it is mainly oriented to high-
speed scenarios with fixed cameras such as surveillance or fixed-point surveillance.
The Spike SORT2 and SNNTracker include spike-based motion estimation modules,
which can also be applied to scenes containing the camera’s ego-motion. The proposed
algorithms can be easily ported to neuromorphic computing platforms, while taking
advantage of the low power consumption and low latency of neuromorphic vision
sensors and computing platforms.

Based on the exploration of the working mechanism of the biological vision system,
and the research and development of the ultra-high-speed vision algorithm for spike vision,
a set of ultra-high-speed spiking vision demonstration and verification system is designed in
this paper. From the perspective of system implementation, the above-mentioned innovative
methods for spike vision, their characteristics and application scope are sorted and summarized,
so that users can obtain key information in ultra-high-speed scenes according to specific scene
requirements, such as ultra-high-speed motion/change scientific observation of the process,
tracking of ultra-high-speed moving targets, etc. Finally, this paper takes ultra-high-speed
target strike and high-speed laser tracking as typical application cases of the system proposed
in this work, and introduces how to realize the technical transformation from the method in

this paper to practical ultra-high-speed applications.

KEYWORDS: Biological Visual System, Retinal encoding model, Spiking camera, Ultra-

high-speed spiking vision, Spiking neural networks

\Y





