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ABSTRACT
One-shot action recognition is one of the most challeng-

ing tasks due to the very limited training samples. For one-
shot video action recognition, randomly selected frames from
cluttered frame features may result in a poor performance. To
use the most valuable frames in a better feature space, this pa-
per proposes Hierarchical Temporal Memory Enhanced One-
shot Distance Learning (HED). Firstly, we introduce tempo-
ral triplet from different frames, so that the intra-class dis-
tance will be decreased while the inter-class distance will
be increased. Secondly, the Hierarchical Temporal Mem-
ory (HTM), a biological plausible unsupervised model for
sequence prediction, is employed to enhance the one-shot
action recognition by finding the most valuable frames in a
video sequence. Finally, the selected frames together with
the temporal triplet trained model are used to get the corre-
sponding category label. Extensive experiments conducted on
three benchmark datasets (i.e UCF11, UCF50 and HMDB51)
demonstrate that we can achieve significant improvement
than the state-of-the-art methods.

Index Terms— One-shot Action recognition, Hierarchi-
cal Temporal Memory, Distance Learning

1. INTRODUCTION

Action recognition is growing to be an important research
area in computer vision. Since Two-stream ConvNets [1],
deep learning has shown its effectiveness on understanding
human actions. Due to the complexity of CNNs, many chal-
lenging benchmark datasets have been proposed to train the
model, such as UCF101 [2] and Kinetics [3]. However, as
the datasets growing larger and larger, the recognition models
are getting harder and harder to train, for example, C3D [4] is
trained on over 1 million videos for two months.

However, human need only several samples to recognize
an action. For example, even a child can recognize a basket-
ball shooting action after watching it once. In order to learn
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Fig. 1. (a) Actions are complicated and even frames from the
same video can vary in illumination, background and view.
(b) Simple visualization of frame distribution of two videos.
Each dot represents a single frame and blue dot means se-
lected frame. Left: as temporal variation exists, inter-class
distance may be small and intra-class distance can be large.
Sometimes random frame selection may make it hard to dis-
tinguish different actions. Right: frame distribution and se-
lection after HED, which is obviously better than the left one.

knowledge more efficiently, one-shot learning is proposed by
Feifei Li et al. [5] and has drawn researchers’ attention to rec-
ognize an object given only one training sample. [6] separates
classes to seen classes with multiple examples and unseen
classes with single examples, and claims surpassing human
performance in one-shot learning. [7] and [8] also proposed
to apply deep learning on one-shot learning problem by learn-
ing a Neural Turing Machine. However, it still remains one
of the most challenging tasks.

Inspired by these previous works on image recognition,
this paper focus on one-shot action recognition. However,
seldom deep learning based one-shot action recognition meth-
ods exist in this subfield. To the best of our knowledge, [9]
may be the only deep learning based work performing one-
shot learning on challenging action datasets like UCF11 [10]
and HMDB51 [11]. Another similar subfield is one-shot ges-
ture recognition. Akin to action recognition, one-shot gesture
recognition is to recognize a semantic gesture given only one
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training sample, such as [12] and [13]. However, none of
these deep learning methods is effective enough.

Different from images, videos can be much more com-
plicated with temporal complexity and variation. As shown
in Fig. 1(a), a simple biking or horse riding action varies a
lot between different frames within each video. The intra-
class and inter-class distance is shown in Fig. 1(b), where dots
in red and green represent frames in biking and horse riding
respectively. The left part represents the original frame dis-
tribution and selection while the right part represents those
using HED. And it can be very hard to distinguish actions
by some randomly distributed features. Thus we employ dis-
tance learning method such as triplet loss [14] to decrease
intra-class distance while increasing inter-class distance.

Another important part in video recognition is frame se-
lection. In Fig. 1(b), blue dots represent the selected frames.
Obviously, choosing the most discriminative frames in the
right is much better than randomly choosing in the left.

Imagine that if you have watched an action multiple times,
given a former part of it, you might be able to predict the
latter part of it. However, if you are confronted with a never-
before-seen video, you can’t achieve it easily. For example,
you can’t correctly predict what an athlete will do after a dash
when you never seen long jump before, but it is the wrongly
predicted frame(jump after dash) that represents long jump
the most. That is to say, the harder one frame can be predicted
in a video, the more representative it is.

Follow this idea, we employ Hierarchical Temporal Mem-
ory(HTM) [15] in our work for frame selection. HTM is a
promising unsupervised method for sequence prediction pro-
posed by Hawkins, and is a biological plausible and even uni-
versal sequence learning architecture. Given a HTM model
that has watched(trained on) seen-class videos for multiple
times, for a frame in a never-before-seen unseen-class video,
the less accurate HTM can predict it, the more valuable it is.

In this paper, we propose the Hierarchical Temporal
Memory Enhanced One-shot Distance Learning(HED) for ac-
tion recognition. We introduce temporal triplet so that we not
only learn the classifier but also distance between categories.
Then we propose to use HTM for frame selection. Finally, we
use temporal triplet trained model and the selected frames to
get the corresponding category label. Our contributions are
mainly in two aspects. First, to the best of our knowledge,
we are the first to use temporal triplet for distance learning on
one-shot action recognition; second, we creatively introduce
HTM to select frames for action recognition.

The rest of this paper is organized as following. In section
2, we introduce related works of this paper, then we propose
our method in section 3. The experiment results are discussed
in section 4. Finally, section 5 concludes this paper.

2. RELATED WORK

Basically, action recognition aims at categorizing the ac-
tions or behaviors in video sequences. Two-stream [1] is
widely recognized as the baseline method and proposed to use
two CNNs to capture appearance and motion feature. [16]
proposed to combine spatial and temporal information with
CNNs. [17] used warped optical flow image to assist origi-
nal Two-Stream recognition. And [18] proposed to aggregate
spatial-temporal features with LSTMs. Another group of re-
searchers use 3-dimensional CNNs(C3D) to extract spatial-
temporal features directly, such as [4] and [19].

To use training data more efficiently, one-shot learning
was introduced to train models given only one training sam-
ple. [5] proposed to use Bayesian approach to explore prob-
ability distribution given only one sample. Follow this idea,
[6] introduced another Bayesian approach to recognize real
world’s alphabet and proposed a frequently used dataset, Om-
niglot. Deep learning also plays an important role in this field.
In [7], Deepmind first proposed to use Memory-Augmented
Neural network and meta-learning to train a deep network,
which treated one-shot learning problem as a Neural Turing
Machine learning problem. After that, Deepmind improved
its Turing Machine architecture in [8] and [20]. Based on
these ideas, many deep learning based networks emerges.
[21] proposed to train a network with a meta network for bet-
ter transferring. [22] proposed to use GAN to augment train-
ing samples in recognition. And [23] proposed to use RNN to
learn from each pair of examples repeatedly.

To recognize an action given few training data, this pa-
per focus on one-shot action recognition. [9] proposed to
train Matching Network [8] with a Neural Turing Machine on
UCF11 and HMDB51. Another related subfield is one-shot
gesture recognition. [12] learned from the Kinect trajectories
of human and then augmented such trajectories using GMM.
[24] also used Kinect trajectories to learn a HMM model and
train SVMs for classification.

3. HIERARCHICAL TEMPORAL MEMORY
ENHANCED ONE-SHOT DISTANCE LEARNING

For clarity, we denote classes with multiple training examples
as seen classes and those with single training examples as un-
seen classes, and test will be conducted on unseen classes. For
one-shot learning, training examples in both seen classes and
unseen classes can be used. Thus our method is divided into
two stages to utilize these two kinds of classes respectively.

Framework of our method is shown in Fig. 2. As you
can see, in seen-class training stage, we train our model us-
ing multiple examples by Matching Network, and also train
HTM model with these data. In unseen-class training stage,
we train our model using single example by temporal triplets.
After training, we test our model on unseen classes with HTM
frame selection in testing stage. In the following subsections



Fig. 2. Framework of HED. The training phase has two stages. (a) Seen-class stage: we first use Matching Network to train on
seen classes, and then use trained model(w) to train HTM model. (b) Unseen-class stage: single sample training using temporal
triplets which is fine-tuned from seen-class trained model(w). a means anchor sample, p means positive sample and n means
negative sample. (c) Testing Stage: testing is performed on unseen classes with HTM frame selection and unseen-class trained
model(w).

we will describe these in detail.

3.1. Seen-Class Stage

In order to describe every frame, a CNN is trained on the seen
classes, which have been proved to achieve the state-of-the-
art performance on many areas. And the Matching Network
is used to learn the similarity.

As shown in Fig. 2(a), in Matching Network, we sample a
support set containing K videos and one target video at each
iteration, which will be referred as S = {(xi, yi)}Ki=1 and
T = {x̂} respectively, and xi and x̂ means videos in each
class. yi means one-hot label of xi. Let ŷ denotes the proba-
bility over all classes in support set, Matching Network tries
to compute

P (ŷ|x̂, S) =
K∑
i=1

ϕ(fw(x̂), fw(xi))yi (1)

where ϕ(·) denotes an attention mechanism and fw denotes a
feature extractor which may be a CNN with parameter w to
be learned. Eq.1 is actually a linear combination over labels
in support set. Attention mechanism can be represented as

ϕ(fw(x̂), fw(xi)) = softmax(c(fw(x̂), fw(xi))) (2)

where c(·) is a similarity measure function which is typically
a cosine distance. With computed probability over all classes,
we can use softmax loss to train the model and use accuracy
to measure performance.

Another focus of HED is transferability. Deep learning,
as a method with numerous parameters to train, is easy to
over-fit the training data. Compared with deep learning, some
unsupervised method with less parameters can perform better
when transferring across datasets. As shown in Fig. 1, frame

Fig. 3. HTM can be divided into three stages. a) Spatial Pool-
ing, generate sparse binary code of input , which will acti-
vate columns; b) Temporal Pooling, activate a part of cells
within active columns; c) Prediction and anomaly detection,
active cells in temporal pooling stage will activate some cells
in other columns, which can be viewed as a prediction.

selection is also an important part in action recognition. As
illustrated in section 1, the harder one frame can be predicted,
the more representative it is. Considering the success of un-
supervised HTM in sequence prediction, we use it to perform
frame selection in testing stage with training on seen classes.

Hierarchical Temporal Memory(HTM) is proposed by
NUPIC in [15], which is shown in Fig. 3. One HTM layer
is composed of multiple columns and one column contains
multiple cells. Each cell has three states, inactive, active and
predictive state. For training and testing, HTM can be divided
into three stages. In spatial pooling stages, sparse binary code
will be generated so as to activate columns in a layer, which
can be described in Fig. 3(a). In temporal pooling stage, as
spatial pooling activate the whole column, only a few cells
will be chosen to keep active within activated columns, which
makes it able to tolerate easy-to-confused elements. Cells
connected to active cells will go to predictive state, for time
t − 1, predictive cells can predict active columns in time t.
Thus the anomaly score can be computed as the difference
between prediction and the real future as described by

score =
|At − (Pt−1 ∩At)|

|At|
(3)



where At denotes the real active columns of time t and Pt−1

denotes predictive cells of time t− 1.
We first train HTM on seen-class videos , then in testing

stage input unseen-class videos and target video for HTM to
calculate anomaly score of each frame, and finally select the
most anomaly frames for Matching Network to test on, as
shown in Fig.2(c).

3.2. Unseen-Class Stage

Videos are different from static images because of their tem-
poral variation, and using temporal information has been
proved to be effective in action recognition. As shown in
Fig. 1, temporal variation can influent performance on a large
scale, thus it is vital to increase inter-class distance between
classes and decrease intra-class distance within classes.

Most works on image one-shot learning do not train their
model on the one-shot classes because of easily being over-
fitting. They mostly train on seen classes and extract feature
on unseen classes for distance comparison. Unlike traditional
methods, we propose to train a distance model on both seen
and unseen classes so as to take full advantage of the one
unseen-class sample.

One shot learning is actually an distance learning task
when using deep learning. Therefore, methods for distance
learning can be used here. In this paper, we introduce the
triplet loss to one-shot action recognition problem. The defi-
nition of our triplet loss is as following:

max{[
N∑
i

||fw(zai )− fw(z
p
i )||

2
2 − ||fw(zai )− fw(zni )||22

+ β], 0} − (ln(P (zpi )) + ln(1− P (zni ))) (4)

where zi denotes the sampled clip from videos, zai denotes
anchor sample, zpi denotes positive sample, zni denotes neg-
ative sample, ||22 denotes L2 normalized Euclidean distance
and β is a predefined parameter.

Moreover, we also add a cross entropy loss term on it so
as to make training more stable. And probability of positive
and negative samples are computed as

P (zi) = softmax(cos(fw(z
a
i ), fw(zi))) (5)

where zi is the positive or negative sample.
For each unseen class, which has only one video sample,

we randomly sample two clips as anchor and positive sample
respectively, and a clip from any other unseen classes or seen
classes is used as negative sample, as shown in Fig.2(b).

4. EXPERIMENT

Implementation details and comparison with state-of-the-art
on UCF11, HMDB51 and UCF50 will be introduced in the
following subsections.

4.1. Implementation details

We first train on seen classes using Matching Network with-
out HTM selection. Given a N-way classification job, for each
forward and backward iteration, we need to sample a K-class
support set S and a target video T from seen classes, in which
K equals the number of classes to test. Repeat it r times and
get the seen-class trained model. In order to train HTM, we
first randomly select videos from seen classes and then ex-
tract features by the seen-class trained model, then use them
to train HTM for 40 iterations. After that we need to train
and test on unseen classes. We first independently sample S
and T , then use samples within each unseen-class video to
generate anchor and positive examples, and use samples from
different unseen-class videos and seen-class videos to gener-
ate negative examples. After iteration for 10 to 20 times, we
test on this S and T with HTM selecting 1 frame as the be-
gin index for uniform frame sampling, as shown in Fig.2(c).
As HTM selected frame index can also represent the most
representative segment of a video, for each video we sample
5 frames with stride 10 starting with the frame selected by
HTM. To get a mean performance and reduce the effect of
each selection, we repeat the unseen-class training and test-
ing procedure for thousands of times. Because sampling S
and T over the whole dataset can cover enough combinations
of training data and testing data, this kind of testing methods
is itself a cross-validation test.

Considering limited training samples in unseen-class
training, we choose to use GoogleNet [25] as fw which has
fewer parameters to train. For the same reason in Matching
Network we abandoned fully conditional embeddings(FCE)
which needs LSTM. We set K in support set to be the num-
ber of classes to test on unseen classes. For example, if on
unseen classes we need to test a 5-way performance, we will
set K to 5. For HTM, as we find that GoogleNet feature is
good enough to be spatial pooling output, we set the top 20
elements in feature vector to 1 and the rest of them to 0, so as
to keep sparsity (20/1024≈2%).

4.2. Experiment Results

4.2.1. Comparison with the state-of-the-art

We test HED on UCF11 and HMDB51 to compare with [9],
and on UCF50 to compare with results in [26] and [27].

UCF11 is a challenging dataset containing 11 actions and
1600 videos in total. UCF50 is an extension of UCF11, which
has 50 actions and 6681 videos. Compared with UCF11 and
UCF50, HMDB51 may be even harder as variation in each
classes is greater, and it contains 51 actions and 6766 clips.

We compare HED with [9] in table 1. HEDT means only
temporal triplet is used, HEDH means only HTM is used,
and HEDA means all modules are in use. In [9], they ran-
domly split 6 classes for training and 5 classes for testing
on UCF11, and randomly split 41 classes for training and 10



Table 1. 5-way one-shot performance. HEDT means only
temporal triplet is used, HEDH means only HTM is used, and
HEDA means all modules are in use.

Method UCF11(%) HMDB51(%)
Method in [9] 42.1 42.9

Matching Network 53.2 44.2
HEDT 59.7 46.9
HEDH 59.7 46.2
HEDA 60.3 47.1

classes for testing on HMDB51. 5-way one-shot experiments
are performed. We follow their experiments settings and out-
perform them significantly by about 18% on UCF11 and 5%
on HMDB51.

We also report [26] and [27] on UCF50 in Table 2. Sim-
ple Baseline means using GoogleNet to extract feature for dis-
tance comparison directly. [27] uses transfer learning to trans-
fer knowledge from simple action datasets such as KTH to
UCF50. However, this isn’t a one-shot learning task, and they
report classification performance with using 5% training sam-
ples. [27] performs a 10-fold cross-validation, which means
using 6681*0.9*0.05=6.0129 samples per class in average.
To compare with [27] fairly, we use 6-shot performance on
50-way classification task without seen-class Matching Net-
work training. For HTM training, because of covered classes
between KTH and UCF50, we do not use KTH. Instead,
we choose UCF101 dataset excluding 50 classes in UCF50,
which results in 51 classes, and random select only 2 sam-
ples per class, so that our training data won’t exceed that of
[27]. In this setting, all negative samples are selected from
unseen classes because of no seen classes. As shown in Ta-
ble 2, we outperform both [27] and Dense Trajectories [26]
performance, which proves the effectiveness of HED.

4.2.2. HED Analysis

In both Table.1 and Table.2 we can find the performance of
HEDT , which only uses HED without HTM frame selection.
To show the contribution of temporal triplet, we can com-
pare result of HEDT with Matching Network in Table.1 and
HEDT with Simple Baseline in Table.2. As we can see, on all
three datasets, HEDT outperforms its baselines. HMDB51 is
relatively harder than UCF11, and the improvement on it is
relatively smaller than that on UCF11. Among three datasets,
although 50-way one-shot classification is the most difficult
task, performance of HED on UCF50 promotes significantly.
At the same time, 50-way and 6-shot also means that for
each one-shot test, UCF50 has 300 labeled unseen videos to
train, which exceeds UCF11 and HMDB51 by a large mar-
gin. Thus temporal triplet will have more data, which makes
it promotes more than on the other two datasets. To show
the contribution of HTM, we compare HEDH with Matching

Table 2. Performance on UCF50 with 5% training samples
without Matching Network training. Simple Baseline means
extract feature with Googlenet without seen-class training.

Method UCF50(%)
Dense Trajectories [26] 43.9± 1.9

SCA-TLMH [27] 48.1± 0.9
SCA-TLMA [27] 50.3± 0.9

6-shot Simple Baseline 50.4
6-shot HEDT 57.8
6-shot HEDH 56.8
6-shot HEDA 58.1

Fig. 4. Visualization of HED, each dot represents a frame and
20 videos are plotted. (a) Frame distribution before HED. (b)
Frame distribution after HED. Random selections and HTM
selections are represented by blue dot within each cluster in
(a) and (b) respectively. As we can see, inter-class distance is
larger and intra-class distance is smaller than (a), and HTM
can approximately select the most representative frame .

Network in Table.1 and with Simple Baseline in Table.2. As
we can see, on all three datasets HTM promotes a lot, espe-
cially on UCF11, which is relatively simpler than the other
two datasets.

Visualization of HED can be seen in Fig.4. Here we ran-
domly sample 20 videos from UCF50 and plot frame distribu-
tion before and after HED by dots and this is done by Tensor-
Board [28]. As you can see, in Fig.4(b), inter-class distance
is larger and intra-class distance is smaller than (a), thus we
can find distinct clusters in Fig.4(b). Random selections and
HTM selections are shown by blue dots within each cluster
in Fig.4(a)(b) respectively, and it shows that HTM can ap-
proximately find the most representative frames in videos. As
HTM selected frame index can also represent the most repre-
sentative video segment, HED benefits from HTM a lot.

5. CONCLUSION

In this paper, we proposed an Hierarchical Temporal Memory
enhanced one-shot distance learning (HED) for action recog-



nition, which consists of seen-class supervised training us-
ing Matching Network and unsupervised training using HTM,
unseen-class training using temporal triplet, and testing us-
ing HTM for frame selection. We compared our method with
the state-of-the-art one-shot action recognition methods and
transfer learning methods with few training samples. Ex-
periments on UCF11, UCF50 and HMDB51 show that we
can achieve significant improvement than the state-of-the-art
methods on all three datasets.
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