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Abstract— In the latest Joint Video Exploration Team develop-
ment, the quadtree plus binary tree (QTBT) block partitioning
structure has been proposed for future video coding. Compared
to the traditional quadtree structure of High Efficiency Video
coding (HEVC) standard, QTBT provides more flexible patterns
for splitting the blocks, which results in dramatically increased
combinations of block partitions and high computational com-
plexity. In view of this, a confidence interval based early ter-
mination (CIET) scheme is proposed for QTBT to identify the
unnecessary partition modes in the sense of rate-distortion (RD)
optimization. In particular, a RD model is established to predict
the RD cost of each partition pattern without the full encoding
process. Subsequently, the mode decision problem is casted into
a probabilistic framework to select the final partition based on
the confidence interval decision strategy. Experimental results
show that the proposed CIET algorithm can speed up QTBT
block partitioning structure by reducing 54.7% encoding time
with only 1.12% increase in terms of bit rate. Moreover, the
proposed scheme performs consistently well for the high resolu-
tion sequences, of which the video coding efficiency is crucial in
real applications.

Index Terms— Block partitioning, probabilistic decision, confi-
dence interval, rate-distortion model, quadtree plus binary tree.

I. INTRODUCTION

THE ever-increasing demand to support High Defini-
tion (HD) and Ultra-High Definition (UHD) videos is

creating new requirements to develop video coding tech-
nologies beyond the High Efficiency Video Coding (HEVC)
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standard. To meet the requirements, Joint Video Exploration
Team (JVET) jointly developed by Moving Picture Experts
Group (MPEG) and Video Coding Experts Group (VCEG) has
proposed a series of coding tools for enhanced video coding,
including Overlapped Block Motion Compensation (OBMC),
Signal Dependent Transform (SDT) and Affine Inter Pre-
diction Mode, etc [1]–[3]. Among these novel techniques,
Quadtree Plus Binary Tree (QTBT) [4], [5] block partitioning
structure has received significant interests due to its remarkable
coding performance improvement. In particular, in addition
to the traditional quadtree block partitioning structure in
HEVC [6], QTBT provides recursive binary tree partition to
adapt to the diverse properties of the video content.

In the hybrid video coding framework, block partitioning
structure has been recognized as the core infrastructure based
on which sophisticated coding tools are supported. In HEVC,
each frame is first divided into equal-sized Coding Tree
Units (CTUs), which are composed of one luma Coding
Tree Blocks (CTB) and two chroma CTBs sharing identical
partition decisions. Moreover, each CTU can be further divided
into smaller blocks called Coding Units (CUs), following a
quadtree partition structure to adapt to the local properties of
video content. In particular, the decision of inter- or intra-
coding is made at CU level. Each CU can be further split
into one, two or four Prediction Units (PUs) according to the
PU splitting mode, as shown in Fig. 1. After obtaining the
prediction residuals, CU can also be recursively partitioned
into Transform Units (TUs), which serve as the basic units for
transformation and quantization. The current block partitioning
structure of HEVC is recognized as one of the representative
changes that largely outperform H.264/AVC [7]. However,
there are still some limitations based on which potential
improvements can be attained,

1) CU, which is the basic granularity for intra- or
inter-prediction, can only be square following the
quadtree structure. This may greatly lack the coding
flexibility.

2) The PU splitting only has a few fixed types, which
restricts the potentials of the prediction ability.

3) The residuals can only be transformed following square
shape, which limits the potential of transformation.

4) The same block partitioning is applied to luma and
chroma components simultaneously. However, the prop-
erties of luma component may not be identical with the
properties of chroma components.
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Fig. 1. HEVC quadtree CU structure and the PU splitting modes.

Fig. 2. QTBT block partitioning structure.

To address the above issues, a novel QTBT block par-
titioning structure has been proposed during the recent
JVET development [4], [5]. In QTBT, a CTU is first parti-
tioned by quadtree to obtain the smaller square blocks, which
is similar to the quadtree partition in HEVC. In addition
to quadtree partition, binary tree partition can be performed
sequentially to split the quadtree leaf node into various rec-
tangle patterns. In particular, the binary tree partition can be
either symmetric horizontal or vertical splittings. The binary
tree leaf node is treated as the CU and it will be directly used
for prediction and transformation without any further partition.
As such, the concepts of PU and TU are no longer necessary
here, since they are always identical with CU. One example
of QTBT is illustrated in Fig. 2, where MinQTSize and
MaxBTSize are partition parameters to restrict the depths of
quadtree and binary tree, respectively. In particular, MinQTSize
represents the minimal allowed quadtree leaf node size, which
implies that the quadtree partition must be terminated if the
block size reaches MinQTSize. Correspondingly, MaxBTSize

Fig. 3. Four pairs of CTUs coded by QTBT and HEVC respectively. In each
pair: left: QTBT; right: HEVC.

specifies the maximal allowed binary tree root node size
which indicates that the binary tree partition can only be
applied for the blocks no larger than MaxBTSize. Moreover, a
luma-chroma-separated block partitioning structure is adopted
for I slice. Specifically, the QTBT structure of the chroma
CTBs can be totally different from that of the luma CTB.
However, with respect to P and B slices, the partitions of luma
and chroma CTBs are still shared.

The main novelty of QTBT lies in the adoption of binary
tree partition. In HEVC, though CU can be further split into
rectangle PUs following one of the patterns in Fig. 1, these pat-
terns can only be applied once-in-a-life-time for a given CU,
which greatly limits the coding flexibility. For example, for
the CU containing both homogeneous and complex content,
driven by the complex area it should be elaborately structured
with deep partition, which may result in over-segmentation for
the adjacent smooth area [8]. In contrast to the PU patterns
in HEVC, the binary tree partition in QTBT allows recursive
splitting, such that the blocks can be flexibly partitioned
into diverse shapes to adapt to the video content with fine
granularity. Fig. 3 illustrates four pairs of CTUs partitioned by
QTBT and HEVC, respectively. It can be obviously observed
that binary tree partition appears frequently in QTBT, which
further verifies its superior performance in terms of rate-
distortion optimization.

Nevertheless, the performance gain of QTBT is brought at
the cost of significantly increased encoding complexity, which
mainly originates from the exponential growth of the com-
binations of partition patterns. This may hinder its practical
implementations in real application scenarios. This paper aims
at addressing this issue by proposing an effective partition
decision scheme. In particular, a RD model based on motion
divergence field (MDF) is established to estimate the RD cost
of each partition mode. Based on the RD model, a confidence
interval based early termination (CIET) algorithm is further
proposed to remove the unnecessary partition iterations. The
main contributions of this work are as follows,

1) A RD-model based on MDF is established to estimate
the RD cost of each partition mode.

2) With the RD-model, we cast the mode decision problem
into a probabilistic framework to develop a confidence
interval based block partitioning decision scheme.
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3) Regarding the coding performance and computational
complexity, the proposed scheme achieves a better trade-
off compared to JVET reference software as well as the
state-of-the-art QTBT schemes, which is meaningful for
the development of future video coding.

The remaining of this paper is organized as follows. The
review of related works is presented in Section II. Section III
develops the RD model based on MDF, and the CIET scheme
is presented in Section IV. Extensive simulations and compar-
isons are shown in Section V and Section VI concludes this
paper.

II. RELATED WORKS

QTBT is found to be an effective block partitioning struc-
ture beyond the quadtree in HEVC, but has not been fully
exploited from the perspective of complexity optimization.
In the literature, numerous approaches have been proposed
regarding the block partitioning decision based on H.264/AVC
and HEVC. Generally speaking, they can be divided into five
categories, including encoding information based, texture com-
plexity based, neighbouring blocks based, RD cost estimation
based, and machine learning based methods.

The first category speeds up the block partitioning decision
by referring the intermediate parameters in the encoding
process, such as the coded block flag (CBF), motion vec-
tor (MV), skip/merge mode, sample adaptive offset (SAO)
parameters, etc. For example, Gweon et al. [9] proposed
a CBF based early termination method by detecting zero
CBFs to skip the remaining partitions of the current CU.
Kim et al. [10] proposed to early terminate when the best
prediction mode of the current CU is skip mode. Chiang
and Chang also proposed an early termination method by
applying zero-block detection using the differential MV [11].
In addition, Pan et al. developed a merge mode detection
algorithm based on zero-block detection [12] and Kim et al.
employed the differential MV and CBF to detect the skip
mode [13]. In [14] and [15], the energy of the prediction
residual was utilized to early terminate the CU splitting.
In [16], SAO parameters of spatio-temporal CTUs were jointly
used to estimate the CU encoding complexity, and MV, CBF
and TU sizes were used to measure the motion complexity.

Methods of the second category exploit the correlations
between the texture complexity of the video content and the
block partitioning results. Generally speaking, the area rich
with texture tends to be split into many small blocks to obtain
well prediction, and the homogenous area may be roughly
split. Kim et al. proposed a multi-stage sequential mode deci-
sion process that used spatial and transform domain features to
filter out unlikely candidate modes [17]. Shen et al. [18] pro-
posed an early determination of CU size decision with adaptive
thresholds developed based on the texture homogeneity. For
intra coding, Zhang et al. analyzed the relations between the
texture characteristics of a block and its best coding mode,
and developed an adaptive strategy for fast mode decision [19].
Luo et al. proposed a fast intra CU size decision scheme based
on the keypoint detection [20]. By jointly utilizing the texture
complexity and the neighbouring blocks information, Tian and
Goto proposed a two-stage fast PU decision algorithm [21].

The schemes in the third category employ the depth infor-
mation of the neighbouring blocks to predict the proper
partitioning of the current block. The motivation is that there
exist strong correlations among the current, spatial and tem-
poral adjacent blocks. For example, Shen et al. proposed fast
CU depth estimation and inter mode decision methods by
utilizing the spatio-temporal correlations [22]–[24]. In order
to reduce the depth range, Correa et al. also suggested to
estimate the depth of CU using the depth of spatio-temporal
adjacent CUs [25]. With the purpose of speeding up the
rate-distortion optimization (RDO) in both the frame and the
CU levels, Leng et al. employed the depth information of the
neighbouring CTUs and the co-located CTU of the previous
frame [26]. Recently, a Markov random field (MRF) based
fast CU decision algorithm was proposed in [27] and [28].
The MRF can efficiently employ the neighbouring information
in CU partitioning decision. These spatio-temporal based
methods can perform well when the adjacent blocks belong
to the same object. Nevertheless, around the boundary areas,
the neighbouring CUs tend to be encoded with different sizes
and modes, which may decrease the coding efficiency to some
extent.

Methods of the fourth category aim to model the rate
and distortion in a low-complexity function to substitute the
time-consuming RDO process. Zhao et al. [29] proposed a
RD estimation algorithm by modeling the transform coeffi-
cients with generalized Gaussian distribution. Analogously, a
RD model based on a mixture of multiple Laplacian distri-
butions was presented in [30]. Ma et al. in [31] proposed a
novel RD model based on the quantization parameter (QP)
difference among consecutive frames. For the intra mode,
a mode selection method based on RD cost and sum of
absolute difference (SAD) was proposed in [32]. In [33], the
fast CU decision was implemented by comparing a derived
threshold with the SAD cost difference between upper and
sub CUs. However, these works can only skip the quantization,
entropy coding and inverse quantization process in RDO, while
the most time-consuming motion estimation (ME) should be
still applied.

The fifth category is the machine learning based methods.
By jointly utilizing the information of skip flags, merge
flags, and RD costs of specific modes, Correa et al. trained
fast decision trees for CU depth, PU mode and TU size,
respectively [34], [35]. Shen et al. suggested a fast Bayesian
theory based CU decision algorithm [36], where the sum of
absolute transform differences (SATD), MV and RD costs
were employed as the features. In [37], a three-output joint
classifier was designed to control the risk of false prediction.
In the machine learning based methods, almost all the informa-
tion can be utilized to make the decision, such as the encoding
parameters, intermediate values, spatio-temporal neighbouring
blocks, texture complexities, and the performance of decision
structure strongly relies on the selected features.

The aforementioned methods have been sophisticatedly
developed for H.264/AVC or HEVC codecs and achieved
significant encoding time savings. However, they cannot
be directly used for speeding up QTBT due to the new
design philosophy of the block partitioning structure and the
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elimination of inter splitting modes. In particular, there are
three further partition modes allowed other than only quadtree
partition, which significantly increases the risk of partitioning
decision. Moreover, the inter PU spitting modes in HEVC can
produce valuable intermediate coding information in the
encoding process, which can be employed for fast mode
decision. However, such strategy may not be that effi-
cient in the QTBT structure. In view of this, in [38], the
QTBT partition is decided based on the adaptive adjustment of
MaxBTDepth for each frame according to the temporal level.
Moreover, in our previous work [39], a local-constraint QTBT
scheme was proposed by dynamically deriving the partition
parameters for each CTU. In this paper, to achieve a better
trade-off between the coding performance and the encoding
complexity, a confidence interval based early termination
scheme is proposed for the QTBT block partitioning structure.

III. RATE AND DISTORTION MODELS BASED

ON MOTION DIVERGENCE FIELD

The optimal partition pattern in the hybrid video coding
framework is optimized by minimizing the RD cost [40],

J = D + λ · R (1)

where J represents the RD cost to be minimized and λ denotes
the Lagrangian multiplier. D and R are the reconstruction dis-
tortion and entropy coding bits, respectively. However, because
the values of R and D are obtained after the overall encoding
process, the RDO technique is extremely time-consuming.
In this section, we explore efficient rate and distortion models
to fast estimate the RD cost.

A. Analyses of Prediction Error Based on
Motion Divergence Field

Motion compensation (MC) serves as the key component
in removing the inter-frame redundancies in video coding.
Therefore, we start from MC process to analyse the prediction
error for RD modelling. In traditional video coding standards,
each block utilizes block-level MV to obtain the corresponding
prediction signals. In essence, motion activities in a local
area may appear complicate and divergent, such that pixels
in a block will have different motions, which can be further
characterized by the motion vector field (MVF) [41]. From
the perspective of MVF, the block based MV can be regarded
as the approximation with the identical MV for all pixels,
as shown in Fig. 4. Therefore, there may exist divergences
between the actual pixel-level motions (denoted by mi ) and
the approximated block-level MV (denoted by m∗),

�mi = ||mi − m∗||2, (2)

where || · || denotes the �2 norm.
As such, the motion divergence field (MDF) can be gen-

erated by calculating the motion divergence �mi at the
pixel level. Generally speaking, MDF with low energy corre-
sponds to homogeneous MVF, such that accurate predictions
are expected due to the consistent distributions of MVs.
By contrast, MDF with high activities may bring about
large prediction errors, which are closely relevant to the

Fig. 4. Illustration of the motion divergence field. (a) Block-based MV.
(b) Pixel-based MVF.

Fig. 5. Illustration of the prediction error.

reconstruction distortion and coding bits [42], [43]. As illus-
trated in Fig. 5, the curve represents the pixels in the reference
frame, where x1 and x2 are the locations of the prediction
pixels obtained by the pixel-level and block-level MVs, respec-
tively. Assuming that x1 leads to the perfect match in motion
estimation, it is obvious that larger divergence between x1 and
x2 leads to higher prediction error. Therefore, we have

ei ∝ �mi , (3)

where ei denotes the prediction error.
Moreover, the gradient information which characterizes the

complexity of local region is employed as another important
feature to infer the prediction error. Due to the fact that gradi-
ent magnitude can successfully reflect the variations of local
content, it has been widely applied in the complexity control
algorithms [17], [19]. In particular, homogeneous region can
easily obtain a good prediction, while complex region usually
has large prediction error due to imperfect matching. Here, the
prediction error is further modelled as,

ei ∝ �mi · Gi , (4)

where Gi denotes the gradient magnitude.
In this work, instead of pixel based MV searching, for

simplification 4 × 4 sub-block serves as the basic unit in
describing the MDF. It is also worth mentioning that the MVs
of 4 × 4 units are obtained through motion estimation only
on the nearest reference frame. Given the MV of each 4 × 4
unit mi , the block-level MV m∗ is obtained by

m∗ =
(

n∑
i=0

mi

)
/n, (5)

where n is the number of 4 × 4 units in the block.
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Fig. 6. Illustration of the relationship between between D and E .
(a) BasketballlPass, QP = 32. (b) BasketballPass, QP = 42. (c) BQMall,
QP = 32. (d) BQMall, QP = 42.

With respect to the gradient magnitude of the pixels, it can
be computed by

Gi =
3∑

x=0

3∑
y=0

(|px,y − px+1,y| + |px,y − px,y+1|
)
, (6)

where px,y is the value of pixel within the current unit.
Therefore, we can combine the motion and texture activities
to characterize the energy of prediction errors,

E =
n∑

i=0

Gi · �mi . (7)

B. The Rate and Distortion Models Based on Motion
Divergence Field

In hybrid video coding framework, prediction residuals are
transformed, quantized and entropy coded to generate the
final bit stream. Therefore, the energy of prediction resid-
uals is closely relevant to the rate and distortion in video
coding. To exactly explore such relationship, simulations are
conducted on the sequences with different video contents
and motion activities. The simulation results are illustrated
in Fig. 6, where x-axis denotes E in (7), and y-axis is the
corresponding reconstructed distortion D. From Fig. 6, it is
observed that there exists a clear exponential relationship
between them, which can be modelled as:

D = α · Eβ, (8)

where α and β are the model parameters. In particular, the
fitting value of α varies when QP increases from 32 to 42,
while β remains almost invariant. This is reasonable as the

Fig. 7. Illustration of the relationship between α and QP. (a) BasketballlPass.
(b) BQMall.

distortion increases monotonously with the QP value. There-
fore, we further conduct an experiment to investigate the
relationship between α and QP. When QP spans in a wide
range, the relationship between α and QP is plotted in Fig. 7.
This inspires us to model α as follows

α = a · Q Pb . (9)

With the combination of (8) and (9), we can obtain the
distortion model as

D = a · Q Pb · Eβ. (10)

With respect to the encoding rate, it includes the entropy
coding bits of residuals and the header bits of side information,
which can be expressed as follows

R = Rr + Rh . (11)

Here, the head bits Rh can be regarded as a constant and we
focus on the residual bits Rr . Generally speaking, the block
with high energy of prediction error requires more bits to be
coded. In Fig. 8, the relationship between bit rate Rr and E is
illustrated. One can discern that there is a linear relationship
between Rr and E , implying that blocks with higher motion
and texture activities consume more coding bits. As such, the
bit rate Rr can be modelled as,

Rr = γ · E . (12)

Again, the parameter γ is closely relevant with the QP value,
as larger QP leads to lower entropy coding bits and vice
versa. This relationship is investigated in Fig. 9, which can
be expressed as

γ = p · e−q·Q P . (13)

By incorporating (13) into (12), the encoding rate of the
residuals can be modelled as

Rr = p · e−q·Q P · E . (14)

For the model parameters a, b, β, p, and q in (10)&(14), a
practical way of obtaining the values is using offline training.
The training set and fitting values are presented in Table I.
It is observed that the parameters differ slightly for various
sequences, which can be treated as constants and independent
of the video content. As such, the parameters a, b, β, p, and
q are set to be 0.00388, 1.489, 1.372, 0.4394 and 0.1255 in
this work.
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Fig. 8. Illustration of the relationship between Rr and E . (a) BasketballlPass,
QP = 32. (b) BasketballlPass, QP = 42. (c) BQMall, QP = 32. (d) BQMall,
QP = 42.

Fig. 9. Illustration of the relationship between γ and QP. (a) BasketballlPass.
(b) BQMall.

TABLE I

ESTIMATION OF PARAMETERS a, b, β , p, AND q

IV. CONFIDENCE INTERVAL BASED EARLY TERMINATION

The proposed RD model enables us to efficiently estimate
the RD cost of each partition mode in a low complexity way.
However, instead of binary classification on quadtree splitting,

Fig. 10. Distribution of the selected modes with full RDO in terms of the
rankings in order of estimated RD cost (from low to high). (a) BasketballPass.
(b) BQMall.

the design philosophy of QTBT provides four splitting modes
and only one is desired. To further improve the partition
accuracy and achieve a good trade-off between the coding
performance and the computational complexity, we cast the
partition decision problem into a probabilistic framework and
propose a novel early termination algorithm based on the
proposed RD model.

In HEVC, the binary-classification problem on CU splitting
can be formulated as follows,

p =
{

Y, Ĵsplit ≤ Ĵunsplit

N, Ĵsplit > Ĵunsplit .
(15)

where p ε {Y, N} denotes the output of the predictor, and
Ĵsplit and Ĵunsplit denote the estimated RD cost of splitting
and un-splitting, respectively. In particular, if the estimated
RD cost of splitting is smaller, the CU will be further split into
the next depth. Otherwise, the CU splitting will be terminated.
Compared to HEVC, QTBT is more complicated due to the
four partition candidates: un-splitting, quadtree splitting, hori-
zontal binary tree splitting and vertical binary tree splitting.
For the multi-classification problem in QTBT, the optimal
decision can be straightforwardly achieved according to

p = arg min
c

ĴR D(c) {c ε S}, (16)

where c denotes each partition mode and S represents the
candidate set. However, due to the variety of the video
contents, encoding environments and limited available infor-
mation, deciding the best partition mode purely based on
the RD cost estimation may cause inaccurate predictions,
such that a probabilistic decision framework is proposed.
Specifically, by comparing the estimated RD costs, we first
remove the unnecessary partition modes that fall outside of
the confidence interval. Subsequently, the preserved partition
modes are further examined by computing the exact RD costs
to finally select the optimal mode.

Fig. 10 illustrates the distribution of the selected modes
with full RDO in terms of the rankings in order of estimated
RD cost. For example, the first component in BaskeballPass
indicates that 53% of the actual optimal modes searched by full
RDO are identical with the predicted modes from the estimated
RD costs. For other 36% blocks, the partition modes with
the second small estimated RD costs are the optimal modes
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Fig. 11. Illustration of the Ĵ (c∗) − Ĵmin distribution for wrongly predicted
blocks.

in full RDO, and there are still 9% and 2% blocks whose
full RDO selected modes rank 3rd and 4th according to the
estimated RD costs, respectively. Similar simulation results
can be observed for the sequence BQMall in Fig. 10-(b) as
well. Let c∗ denote the optimal partition mode with full RDO
and ci (i = 1, 2, 3, 4) denote the partition modes ranked from
low to high in terms of their estimated RD costs, we will have

Ĵ(c1) < Ĵ(c2) < Ĵ(c3) < Ĵ(c4). (17)

According to Fig. 10, the probability that c∗ = ci follows,

P(c∗ = c1) > P(c∗ = c2) > P(c∗ = c3) > P(c∗ = c4). (18)

Based on (17)&(18), it is concluded that the partition mode
with smaller estimated RD cost has higher probability to be
the full RDO optimal mode and vice versa.

In the following, we focus on the blocks whose optimal
modes are not identical with the modes predicted by the
estimated RD cost. Let Ĵmin denote the minimal value of the
estimated RD cost. The distribution of the difference between
Ĵ (c∗) and Ĵmin is plotted in Fig. 11. One can discern that
though these blocks are wrongly predicted, the probability of
Ĵ (c∗) − Ĵmin converges in a small range. This observation
inspires us to propose the confidence interval based early
termination scheme. In particular, given a confidence level ξ
(0 ≤ ξ ≤ 1), a threshold x0 can be obtained satisfying∫ x0

0
Pd(x)dx = ξ, (19)

where Pd(x) is the probability density function (pdf ) of
Ĵ (c∗) − Ĵmin . This implies that the prediction accuracy can
be ensured to be ξ if we preserve all the partition modes in
the following subset,

{Rp : Ĵ(ci ) − Ĵmin < x0}. (20)

As such, ( Ĵmin , Ĵmin + x0) is regarded as the confidence
interval with confidence level ξ for the early termination
problem. In this manner, the decision scheme can ensure a
high prediction accuracy and meanwhile remove the other
unnecessary partition modes falling outside of the confidence
interval.

To determine the confidence interval, we first explore the
pdf of Ĵ (c∗)− Ĵmin . Considering the practical coding circum-
stances, the blocks are classified into two categories depending
on whether they can be further partitioned by the quadtree

Fig. 12. Pdf of Ĵ (c∗) − Ĵmin for the blocks with category A.
(a) BasketballPass, QP=32. (b) BasketballPass, QP=42. (c) BQMall, QP=32.
(d) BQMall, QP=42. (e) Kimono, QP=32. (f) Kimono, QP=42. (g) Cactus,
QP=32. (h) Cactus, QP=42.

splitting. For the blocks in the first category A, both quadtree
splitting and binary tree splitting are allowed. However, for
the other blocks which reach the MinQTSize or have been
partitioned by the binary tree, quadtree splitting is forbidden
and only binary tree splitting is allowed. Such blocks are
categorized into category B. The reason for differentiating
them lies in the fact that different candidate sets have an
effect on the decision scheme, which will be illustrated in
the following simulations.
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Fig. 13. Pdf of Ĵ (c∗)− Ĵmin for the blocks with category B. (a) Basketball-
Pass, QP=32. (b) BasketballPass, QP=42. (c) BQMall, QP=32. (d) BQMall,
QP=42. (e) Kimono, QP=32. (f) Kimono, QP=42. (g) Cactus, QP=32.
(h) Cactus, QP=42.

The pdf of Ĵ (c∗) − Ĵmin for category A and B blocks
are plotted in Figs. 12 and 13, respectively. Note that here
the RD cost is computed on the pixel level to eliminate the
influence of block size. From Figs. 12&13, it is obviously
observed that the pdf s decreases with the increase of Ĵ (c∗)−
Ĵmin , which confirms the above conclusion that the partition
mode with smaller estimated RD cost has higher probability
to be the optimal mode and vice versa. It is also found that the

TABLE II

ESTIMATED PARAMETERS σ IN EQ. (21)

distribution of Ĵ (c∗) − Ĵmin can be modelled with Gaussian-
like distribution given by

Pd( Ĵ (c∗) − Ĵmin ) ≈ 2√
2πσ

e− x2

2σ2 . (21)

The estimations of the modelling parameter σ are shown in
Table II, and it is clearly observed that parameter σ can be
treated as a constant independent of the video content. As such,
it is chosen to be 1.628 and 1.327 for categories A and B,
respectively. Moreover, it is interesting to find that σ for
category B is smaller than that of category A, which coincides
with the distributions in Figs. 12&13, as the distribution in
Fig. 13 is sharper than that in Fig. 12. This implies that better
prediction performance can be achieved for the blocks which
can only be partitioned by the binary tree compared to both
binary and quadtrees. The main reason lies in the fact that
less candidates make the predictor more accurate to select
the optimal mode, especially when the RD costs between
horizontal and vertical binary tree splittings are apparently
distinguished.

V. EXPERIMENTAL RESULTS

In this section, we firstly determine the confidence levels by
investigating the relationship between the confidence level and
RD performance, as well as the relationship between the con-
fidence level and encoding complexity. Then, the performance
and analyses of the proposed CIET algorithm implemented
on HM-13.0-QTBT [44] is detailed. Furthermore, we inte-
grate the proposed scheme into the latest reference software
JEM-7.0 [45] released by JVET and evaluate the performance
under JVET common test conditions (CTC) [46]. Finally, we
compare the proposed method with state-of-the-art low com-
plexity QTBT algorithms to further demonstrate the advan-
tages of our method.

A. Investigations on the Confidence Level

In the proposed scheme, the confidence level plays a crucial
role in determining the trade-off between the RD performance
and coding complexity. Apparently, higher confidence level
ensures better prediction accuracy while leading to lower
complexity saving. To select the appropriate confidence levels,
simulations are conducted for blocks in categories A and B,
respectively. In particular, the confidence level ranges from
90% to 100%, and the encoding time reduction(�ET) and
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TABLE III

PERFORMANCE OF THE PROPOSED CIET ALGORITHM ON HM-13.0-QTBT

Fig. 14. Encoding time reductions and RD performance variations under
different confidence levels.

RD performance are presented in Fig. 14, where Bjonte-
gaard delta rate (BD-Rate) [47] is adopted to evaluate the
RD performance variation. From Fig. 14(a)&(b), it can be
obviously found that significant RD performance loss will
be introduced when the confidence level is lower than 94%.
This implies that we may suffer from more false predictions
in these circumstances. For the confidence levels between
94% and 100%, there is a clear linear relationship between
BD-Rate and the confidence level. Regarding the encoding
time savings, it is observed that the slop of the curve from
90% to 95% is much lower than that from 95% to 100% for
category A. Moreover, with respect to the blocks in category B,
which can only be partitioned by the binary tree, it is found
that 94% is the singularity in terms of time saving. As such, to
achieve a good trade-off between RD performance and coding
complexity, 95% and 94% are selected as the confidence levels
for blocks belonging to categories A and B, respectively.
For the selected confidence levels, the threshold x0 can be
computed by (21), which are 3.2 and 2.5 for category A and
category B, respectively.

B. Performance Evaluation of the Proposed Method

This subsection evaluates the RD performance and time
saving of the proposed CIET scheme. We firstly integrate
the proposed algorithm on the platform HM-13.0-QTBT [44],

Fig. 15. Comparisons of the block partitions between anchor
(HM-13.0-QTBT) and the proposed scheme. (a) Anchor. (b) Proposed.

and conduct simulations conforming to the HEVC CTC [48].
Table III shows the performance of the proposed algo-
rithm, where Y, U and V represent the BD-Rate of luma
and chroma components respectively. It is observed that
approximately 54.7%, 56.7% and 52.4% time savings can be
achieved for Random Access (RA), Lowdelay-B (LDB) and
Lowdelay-P (LDP) configurations, respectively. In particular,
the coding time reductions are more significant for high-
activity sequences such as PeopleOnStreet, BasketballDrill,
PartyScene and RaceHorses. This is mainly because the areas
rich with motion activities have high energy in terms of MDF,
such that the proposed scheme can efficiently differentiate
the RD costs of different partitions. For the homogenous
areas, since the motion divergence and texture complexity
may approach zero, it is difficult for the proposed model to
distinguish different partition patterns.
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TABLE IV

PERFORMANCE OF THE PROPOSED CIET ALGORITHM ON JEM-7.0

TABLE V

COMPARISONS WITH THE STATE-OF-THE-ART METHODS ON HM-13.0-QTBT UNDER RA CONFIGURATION

Moreover, tolerable RD performance loss is observed, and
on average 1.12%, 1.27% and 1.16% BD-Rate increases for
RA, LDB and LDP configurations are introduced. Fig. 15
compares the block partitions compressed by anchor and
the proposed scheme respectively, where the shadow areas
represent the blocks partitioned by different modes. It is
observed that only marginal parts of the blocks are partitioned
differently. Moreover, even though these blocks are partitioned
by different modes, their final splitting patterns are still similar.
For example, as shown in Fig. 15, the block denoted by red
ellipse applies the quadtree partition in full RDO. Regarding
the proposed scheme, the block is first partitioned by the

vertical binary tree partition, and then the left sub-block is
further partitioned by the horizontal binary tree partition.
Therefore, only the right sub-block brings variations in the
coding performance.

We also integrate the proposed algorithm into the latest
JVET reference software JEM-7.0 [45], and conduct simula-
tions conforming to the JVET common test conditions defined
in [46]. According to the JVET CTC, the test sequences
include HEVC test sequences (Class B-E, 8-bit) and the
new added UHD sequences (Class A1-A2, 10-bit). Simulation
results are shown in Table IV. It is observed that approximately
50.6%, 53.1% and 50.2% time savings with tolerable 1.23%,
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1.37% and 1.27% BD-Rate increases can be achieved for RA,
LDB and LDP configurations, respectively. Moreover, it can
also be observed that the proposed algorithm performs consis-
tently well for the high resolution, high bit-depth sequences,
which illustrates the robustness of our method.

To further verify the superior performance of CIET,
we compare it with the state-of-the-art methods, including
Yamamoto and Ikai [38] and our previous Wang et al. [39]
methods. To ensure the fairness, we implement all algorithms
on the HM-13.0-QTBT platform and the comparison results
are shown in Table V. Compared with the two state-of-the-
art methods, it is observed that the proposed CIET algorithm
achieves significant time saving while maintaining an accept-
able coding loss, which promotes QTBT to be applied in the
real-time applications.

VI. CONCLUSIONS

We propose a confidence interval based early termination
scheme for the QTBT block partitioning structure with the aim
of achieving a good trade-off between the coding performance
and the encoding complexity. In particular, a RD model
based on motion divergence field is established to predict the
RD cost of each partition mode without full encoding process.
By exploring the relationship between the optimal partition
mode and its estimated RD cost, we cast the mode decision
problem into a probabilistic framework to eliminate unneces-
sary partition iterations. Extensive experimental results verify
that the proposed scheme is capable of speeding up QTBT
block partitioning structure by reducing 54.7% encoding time
on average with only 1.12% increase in terms of bit rate.
Moreover, the proposed scheme performs consistently well on
the latest reference software JEM-7.0 for the high resolution
sequences, of which the video coding efficiency is crucial in
real applications.
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