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Abstract

Part-based representation has become an essential rep-
resentation for objects. Different parts of a shape have
various importance to shape perception. Concerned by
the contributions of local parts to the perception of global
shapes, we introduce an importance measure of shape parts
from the viewpoint of their “reconstructability”. Given
one shape part as a local observation, we estimate the
global object shapes through a proposed novel shape recon-
struction method. The reconstruction quality is determined
by part geometry variation and part uniqueness. Then a
conditional entropy formulation is introduced to measure
the part importance considering the reconstruction quality,
part uniqueness and variation.

Extensive experiments demonstrate the benefit of the
proposed part importance to object detection applications.
Moreover, psychological experiments are conducted to fur-
ther support the consistency of our importance measure
with human perception towards shape parts.

1. Introduction

Many convincing psychological evidences suggest that
object parts play a significant role in object perception and
recognition (e.g. [13, 27]); plenty of successful computer
vision practices (e.g. [12, 6, 30]) further confirm that the
part-based model is an essential representation for objects.

In computer vision literature there are two typical cat-
egories of part-based models, (1) appearance-based mod-
els of the constituent components of objects from image re-
gions (e.g. [2, 8]) and (2) shape-based models such as 3D
volumetric primitives (e.g. [1]), medial axes (e.g. [31]) and
2D contour fragments.

This paper focuses on the shape-based parts, particularly
the 2D contour parts, for that (1) shape is a robust feature

especially for objects with large color / texture variations in
its class [21, 14]; and (2) this type of object representation
is exploited in a large body of literature and achieves great
successes in challenging real applications [9, 26, 20, 7, 24].

To study part-based object representation, one important
question to answer is “Are object parts equally important to
a certain visual task?”

For example, in the context of shape perception and ob-
ject recognition, usually parts are not equally important ac-
cording to our experiences. Psychological studies have dis-
covered that, different shape parts provide different retrieval
cues for shape perception, and have different abilities for re-
calling object contours [3]. Furthermore, human vision has
powerful abilities of shape reconstruction from parts. Previ-
ous studies find that early vision is used to rapidly complete
the whole shape when it is partially occluded. Even in cases
of severe occlusion, humans can still perceive a complete
shape effortlessly [23]. All these motivate us to model and
compute part importance from a new viewpoint of shape
reconstruction. We do not only take account of local char-
acteristics of a part, but also its contribution to global shape
perception. In the literature there exists limited work on the
computational modeling of part importance for shape per-
ception. Deriving such a model will provide a mathemati-
cal foundation for understanding the computational aspect
of shape perception and part representation.

Notice that in this paper we compare the importance of
shape parts within one object category, e.g. swan neck vs.
swan back. We do not consider the ability of parts to dis-
criminate between different object categories.

In our methodology, the principle is that the importance
of a part comes from its ability to reconstruct the whole ob-
ject shape, namely the “reconstructability”, given the part
as a local observation. The reconstructability i.e. how well
a given local shape part contributes to recovering the global
object shapes of that class, is determined by the follow-
ing two aspects. One is the part’s shape property such as



shape geometry and variation, which affects the reconstruc-
tion quality. For example, parts of slight variations produce
much accurate reconstructions according to shape knowl-
edge of the object category. And a degenerated shape part
e.g. a flat line greatly damages the reconstruction quality.
The other factor is the part uniqueness, i.e. how distinct
one part is from the others. The more unique a part is, the
more important it is. The two aspects are embodied into
a conditional entropy formulation, based on which the part
importance measure is defined.

We also propose a novel shape completion / reconstruc-
tion method from local 2D contour parts. Our idea is to
take advantages of partial observation of a shape part, esti-
mate its local deformation and accordingly infer the whole
shape’s deformation under global optimization.

Moreover, we demonstrate the benefit of the proposed
part importance measure to object detection applications.
The importance measure is utilized to weight the matching
distances of shape parts, in the processes of voting object
candidates, inferring matching correspondences and com-
puting total matching scores. In particular, we address se-
vere occlusion cases and show that the use of our impor-
tance measure have big advantages, although this scenario
breaks most of the existing object detectors. Experimen-
tal results demonstrate that it improves the detection rate as
well as the localization accuracy by applying part impor-
tance to object detection.

In addition, psychological experiments are conducted, in
which the task is to implicitly identify objects of the cat-
egory through parts. The results support that our method
are much more consistent with human perception compared
with previous work.

1.1. Related work

In the literature, the study of the computational aspect of
shape part importance to object perception and recognition
is quite limited. Previous research has made some progress
towards this direction. For example, Sukumar et al. [28]
adopt the curvature variation measure (CVM) for 3D shape
parts. Renninger et al. [22] evaluate 2D local parts based
on the edgelet orientation distributions, and use it to predict
eye fixations in light of the information maximization prin-
ciple. In both work, the parts with large curvature variation
or orientation entropy are considered important. However,
in general these methods only consider the local geomet-
ric information of shapes. Hoffman and Singh [14] propose
three factors as the measurements — the relative size, pro-
trusion degree and boundary strength, in which some global
information is considered.

In computer vision, the evaluation of part importance
relates to a broader topic — learning weights of features.
There are two main streams, the generative and discrimi-
native paradigms. Our method is categorized to the former;

and we also discuss the related work of the latter.

First, in the generative paradigm, for example, the min-
imax entropy learning framework proposes to update fea-
ture weights using a learning-by-sampling paradigm [32].
Kersten er al. [17] suggest a general principle for deter-
mining feature weights under the Bayesian framework, i.e.
features with more reliable information have higher weights
attributed to their corresponding prior constraint. Our ob-
servation is that, in addition to Kersten et al.’s principle,
(which is mainly about reconstruction quality and varia-
tion), the feature / part uniqueness factor should also be
taken into consideration when evaluating part importance
from the viewpoint of shape reconstruction / perception.

Second, in the discriminative paradigm where the main
purpose is classification, feature weighting mechanisms
are often automatically embodied. For instance, in boost-
ing, weak classifiers can be considered as features, whose
weights are updated in an iterative procedure according to
classification error rate. In maximum margin based models,
kernels are implicit features, and the notion of margin cor-
responds to the weights of the implicit features (e.g. [4]).
In conditional random field (CRF) models, feature weights
are formulated in the potential functions (e.g. [25]). Some
other discriminative feature selection methods are based on
simple criteria such as feature statistics (e.g.[29]) or certain
utility functions (e.g. [12]).

The rest of the paper is organized as follows. In Sec-
tion 2 we present the shape part importance model, which is
based on a novel shape reconstruction approach as proposed
in Section 3. Then the provided shape part importance mea-
sure is applied to object detection in Section 4, and verified
through psychological experiments in Section 5. Finally
Section 6 concludes the paper.

2. Shape Part Importance

In order to learn the importance of different parts for
shape perception we provide a computational model based
on a conditional entropy formulation.

2.1. Formulation

A certain object category is represented by a set of con-
stituent shape parts {z", ..., #V'}, where N is the number of
parts of the category. Assume that we have n instances of
each part, x* = {z¢},a € {1,...,N},i € {1,...,n}. Here
we refer to “shape part” as an object contour segment. In
general, we can apply our part importance measure to any
contour-based part representation. The parts are assumed to
be given, or learned from object shape instances.

We compute the importance of a part by its “recon-
structability”, specifically by how well the part can be used
to reconstruct the global shape. There is a problem how-
ever, when a part instance (a contour fragment) is present,
but its correspondence to the global shape is unknown. In
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Figure 1. (a) Shape part examples and the part instances. (b) Illustrations of the shape reconstruction process. A part instance is matched to
a segment of the object contour, based on which their shape transformation is computed. Then the global transformation is estimated and
a complete shape (pink contour) is reconstructed. (c) Distributions of the shape reconstruction probabilities at the normalized locations of
the object shape model. The cyan small segments along the curves illustrate some matching segments at different locations of the object
contour. (d) The shape parts ranked by the category-specific part importance.

other words, the matching location of the contour fragment
to the object shape model is unknown. For example, an al-
most flat part of the swan class can be considered as either a
dorsal part or an abdominal part. Thus, the reconstruction is
not unique. The ambiguity of the matching location, which
stems from the non-uniqueness of part shapes, induces un-
certainty into the shape reconstruction.

The uncertainty of shape reconstruction can be measured
by a conditional entropy as Eq. (1).

he = H(y | 2% T) ¢))
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The term p(y; | «%;7) is the probability of the recon-
structed shape given each part instance as observation,
where y; is a reconstructed global shape at the matching
location [ given ¢, and with a class-specific object shape
T as reference / expectation for shape reconstruction (we
use the mean shape learned from each object class in this
paper). The correspondence (matching location) of a part
instance to the object shape is treated as a hidden variable;
it should be summed over during the reconstruction process.
Also the overall contribution of a part to shape reconstruc-
tion comes from different part instances; so it is expected to
sum over all possible instances of z®. p(x$;7) is the prior
of a part instance, which is considered uniform here.

This conditional entropy formulation is based on shape
reconstruction quality at each correspondence, which is re-
flected by the computation of p(y; | ;7). When the re-
constructed shape y; is consistent with the shape 7, p(y; |
x¢; T) is high; otherwise it is low. The reconstructed shape
is determined by the shape geometry and variation of the
part instance, with the assumption that the part instance is
pre-aligned (through affine transformations) with the part at
location [ on the reference shape 7. The details of comput-
ing p(y; | #%; T) is given in Section 2.2.

Taking account of all the correspondences and part in-
stances, there are two aspects influencing the entropy. First,
part uniqueness determines the certainty of the probability
distribution p(y; | ¢; 7). For example in Figure 1 (c) us-
ing the swan class as an example, the head part is unique
compared to other parts. This uniqueness induces the high
probabilities of shape reconstruction when it corresponds
to fewer object locations of similar shapes, and low prob-
abilities due to the other correspondences (matching loca-
tions). Therefore the distribution of p(y; | %;T) is peaky
in this case and the uncertainty is low. On the other hand,
if a part’s instance have many good correspondences with
the object contour segments at those locations, such as the
flat tail fragment in Figure 1 (c), a number of reconstructed
shapes with high qualities are induced, thus the uncertainty
of the probability distribution p(y; | z¢;T) as well as the
conditional entropy h, will increase. Second, part varia-
tion, which is reflected by a set of part instances, also in-
fluence the uncertainty. Basically the larger the variation of
a part instance, the lower the reconstruction quality even at
the right correspondence to the object shape, which in turn
increases the entropy.

According to the above observations, Part importance is
defined based on the proposed conditional entropy. The part
with lower uncertainty of reconstructing the object shape is
considered as higher “reconstructability”’; thus the part is
more important. We use a logistic function to formulate the
importance measure,

1
= T+ expleiha + o)

where c¢; and co are two parameters to enforce the weights
fall into a comparable range for different object categories.
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2.2. Implementation

In implementation, we uniformly sample a discrete set
of normalized object locations [ € [0,1] as the matching



position, where [ is an index of position on the contour
T. Each part instance is matched to the segment 7; lo-
cated at ['. This matching leads to a reconstructed object
shape y; = ®(x%,1;7) under some shape transformation
constraints, where ® is a shape reconstruction function. We
propose an efficient shape reconstruction method, by par-
tial shape matching and global transformation estimation,
where the former is to compute the transformation between
7; and z¢, and the latter is to infer the optimal global trans-
formation of 7 to generate the most possible reconstructed
shape (see details in Section 3). Finally, the reconstructed
shape y; is evaluated by the Gaussian distribution in the
PCA shape space, p(y;) ~ N(7,X), where 7 and ¥ are
the mean and covariance learned in the PCA shape space
respectively. Figure 1 (c) shows the distributions of p(y) at
different matching locations. And the final probability of
shape reconstruction p(y; | %; 7) in Eq.(1) is normalized
as follows, p(y; | 23,7 ) = %,j € [0,1].

Figure 1 (a) & 4 illustrate the ranked parts according to
the importance computed by our model.

In the following section we will present a novel shape
reconstruction method, which gives an efficient algorithm
for the implementation of ®(z¢,1; 7).

3. Shape Reconstruction

There is much previous work on shape completion, such
as amodal completion [16] which makes use of heuris-
tics e.g. local continuities, proximity and global regulari-
ties; and curve completion e.g.[18] under the rules such as
smoothness or curvature-based constraint. However these
methods have limited abilities to deal with severe occlusion.
Whereas in our problem, the observed part may be a small
portion of the object shape. In this section a novel shape
reconstruction method is proposed to handle the problem.

The process of shape reconstruction consists of two
steps, called partial shape matching and global transfor-
mation estimation (Figure 2).

In the first step, each instance of the part ¢ is matched
to the segments at uniformly sampled locations of the ref-
erence shape (mean shape) as described above. The trans-
formations between the reference segment and the part in-
stance are obtained from the shape matching algorithm
TPS-RPM [5]. Specifically, denote the point set of the part
instance x¢ as X, and that of reference shape 7 and the
reference segment 7; as T'and T'p respectively. The affine
transformation Ap and the warping deformation Wp from
Tp to X are estimated. The transformed 7p is,

Xp=Tp-Ap+Kp-Wp 3)
where K p is the TPS kernel [5] generated from T'p.

Notice that the parts and the mean shape are learned from a set of
training object instances normalized to the same scale, as in Section 4.1.
Thus the length of 7; is taken the same as the length of the part instance.

Partial Global

Initial
alignment

Figure 2. The proposed method of shape reconstruction from par-
tial matching to global shape transformation estimation. The ob-
served part X is matching with the segment 7', on the mean shape.
And the transformation (Ap, Wp) between the two is computed.
Based on this, the optimized global transformation (A, W) is esti-
mated, and the complete shape Y is reconstructed by transforming
the mean shape 7" = T» U Tr using (A, W).

In the second step, we use the local transformations to
estimate the optimal global affine transformation A and de-
formation W, and further reconstruct a complete shape Y
by transforming the shape 7.

Y=T-A+K- W, (4)

where K is the TPS kernel generated from 7. By assum-
ing the consistence of the affine transformations A = Ap,
Eq.(4) can be rewritten as a decomposed form

Yp Tp Kp B W}

()= G ) () (i) o
where Tr = T\ Tp is the remaining point set on the mean
shape other than the matching segment; Kp, K are the
TPS kernels from Tp, Tx respectively; W consists of W,
and Wpg, both to be estimated, and the new deformation
W}, may be slightly different from the original Wp, which
is computed only from the local matching of 7p and X.

W is obtained by solving an optimization problem under
two constraints: (1) the reconstructed whole shape should
entertain the part instance as much as possible, and (2) the
amount of global deformation is as small as possible. The
objective is to minimize the following energy function,

EF = Ep+MEp+ MEw (6)
whereED = ||er—)(p‘|27
Ep = |[Wp—Wp|?

Ew = trace(WTKW).

Ep, Ep, Eyy account for the distance error, the change of
the partial wrapping deformations, and the amount of the
global deformation. The parameter A; controls the partial
deformation constraint, and A5 is set to be the same as the
parameter related to the warping deformation in the TPS-
RPM shape matching between T» and X [5].



Figure 3. Shape completion examples. The blue contour segments
are the observed object boundaries; and the pink dotted lines de-
note the reconstructed contours.

The optimization problem is solved by methods such as
least square and gradient-descent. In consequence the re-
constructed shape can be obtained from Eq.(5), which pro-
vides the implementation of ® in Section 2.2. Illustrations
are shown in Figure 1 (b).

Notice that the part X is pre-aligned to 7p before
the TPS matching. Hence our shape reconstruction is
orientation-invariant, and so is the part importance model
proposed in this paper.

Figure 3 shows some shape reconstruction / completion
examples of occluded objects in natural images using the
proposed method. We can see that although the observed
parts have various deformations from the shape model, the
object contours are still well recovered. This demonstrates
the strong reconstruction power of the proposed method un-
der shape deformation and severe occlusion.

4. Object Detection with Part Importance

In this section we demonstrate that, by exploiting the
proposed part importance in object detection, the perfor-
mances of object detectors are improved; and in particu-
lar, we show the distinct advantages of detecting severe oc-
cluded objects.

4.1. The parts

The shape parts of each object category is learned us-
ing the object outlines from the ETHZ Shape Classes [11]
and INRIA-horses datasets [15]. First, the object instances
within one class are aligned in location and orientation, and
normalized in scale. Then, kAS (k-Adjacent Segments) de-
tector [9] is adopted to generate/learn a set of contour seg-
ments (k =2,3 in this paper) as shape parts (see Figure 1 (d)
& 4). We use this detector to learn parts since kAS can
capture the low- and mid-level shape configurations and is
robust to clutters in the images. Figure 1 (a) shows some
learned part instances. Notice that some parts are over-
lapped. Similar parts (those near to each other and with
large overlaps) are grouped into one.

For testing images, the object detection and boundary lo-
calization experiments are conducted on the extracted edge
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Figure 4. Ranked important parts of the ETHZ [11] and Inria-
horses datasets[15]. The importance values are shown on top of
each highlighted part. For some classes, only several top ranked
important parts are displayed.

maps [19] in the presence of background clutter and occlud-
ing objects.

4.2. Part importance in object detection

We apply the part importance measure to one of the state-
of-the-art object detectors using the shape-based represen-
tations [10]. The general detection process contains two
steps, (1) a Hough-style voting scheme is utilized to ob-
tain rough estimates for location and scale of object can-
didates; (2) with the estimates as initialization, a non-rigid
shape matcher is used to localize exact object boundaries.

The proposed part importance is exploited in the detec-
tion process as follows. First, in the Hough voting, each
kAS feature in the test image is matched with the shape
parts to vote the object center, and the voting score is not
only determined by the similarity of the matching pair, the
strength of the feature, but also weighted by the part im-
portance. This importance weight will relatively enhance
the votes of important parts. Second, in the shape match-
ing process from the object shape model to an object can-
didate, part importance is used to infer correspondences in
the shape matching and also to compute the total matching
score. The intuition is that, important parts should find more
matches with the object candidate and lower matching cost.

Notice that the shape matching is based on a point-based
representation, and the importance of each contour point on
the object model is inherited from the part it belongs to. For
overlapping parts, the importance value of a common point
takes the maximum of the importance values of all the parts
that contain the point.

The shape matching method is adapted from the TPS-
RPM algorithm [5]. An deterministic annealing process is
adopted to jointly estimate the correspondence and transfor-
mation between two shapes. The target is to minimize the
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Figure 5. Performance comparisons of the object detectors with (blue curve) / without (pink curve) part importance, and that of the method
in [10] using one hand-drawing object for each class as the shape model (green curve).

Table 1. Performances of object detection & localization WITHOUT / WITH part importance at 0.4 FPPL.

applelogos bottles giraffes mugs swans horses
AUC 0.843/0.911 | 0.928/0.991 | 0.798 /0.936 | 0.946/0.979 | 0.935/0.963 | 0.701 / 0.860
Boundary accuracy | 0.937/0.960 | 0.895/0.913 | 0.790/0.853 | 0.852/0.880 | 0.839/0.866 | 0.733/0.789

following objective function,

Etpsrem = Z Z wimijl|z; — 9 (vi))[1? ™
(2]

- ZZ(l —wi)mij +tzzmij logmij
+ Aotrace(W KW) + \3|A — I|.

where v; and z; denote a point of the learned parts and
the candidate object contour in the test images respectively;
m,; represents their correspondence (a soft assignment); 1)
is the shape transformation; and w; is the importance of v;,
which is integrated as a weight into Eq. (7) (w; € [0,1]
in this paper). The first term is a weighted matching dis-
tance to penalize large matching cost of important parts.
The second term encourages more important parts to be
matched. The third term is an entropy barrier function with
the temperature parameter ¢ as defined in [5]. The fourth
and the last terms penalize the total amount of deformation
and affine variation, respectively. I is the identity matrix.

During the iteration process, the correspondence is up-
dated by

1 wi(z; — Y(v)) (25 — ¥(v;
s = Lo i U G — 0y
t 2t
Finally, to compute the total matching energy for scoring
the potential object, we use

Eo =By Y wimijllz — (vi)|[? ©)
tog

+052 2 wi 1mi > 0) + Bstrace(W' KW) + B4)A — I|.

> wi

The terms are similarly defined as in Eq.(7) except its third

term. Here m; is the maximum value of m;;, j € {1, ..., k}

where k is the number of the candidate points. 1(-) is

an indicator function, where € is a matching threshold.

(61, B2, B3, Ba) = (8,0.2,0.2,0.5) for all the object classes

in the experiments.
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Figure 6. Comparison results of object boundary localization by
the method (a)(c) with part importance and (b)(d) without part im-
portance.

4.3. Experimental results and discussions

Figure 6 shows some comparisons of the localized object
boundaries by the proposed method using part importance
(in green) and those without part importance (in red). It
shows that, the method by exploiting part importance lo-
cates object boundaries much more accurately. We com-
pute the boundary accuracy similarly to that of [10]. It is
the mean value of (1) the percentage of the true positive ob-
ject boundary points, and (2) the percentage of the recalled
groundtruth outline points. The results are shown in Table 1.

It is also found that the detection rate is improved by
considering part importance, as shown by the AUC (Area



Figure 7. Comparison results of object boundary localization un-
der occlusion by the method (a)(c) with part importance and (b)(d)
without part importance.

Under ROC Curve) statistics in Table 1 and the DR-FPPI
(detection rate vs. false positives per image) curves in Fig-
ure 5. It worth notice that our experimental results without
importance is not the same as that of [10], we learn the parts
from object outlines; the results of [10] is based on a hand-
drawing object for each class as the shape model.

Part importance for occlusion.  Occlusion is a
frequently-happening phenomenon in natural images. It
breaks most of the state-of-the-art object detection and
recognition methods. Here we show that by integrating part
importance into object detectors, it greatly improves the de-
tection performance even under severe occlusion.

Due to the lack of dataset for occlusion cases in the lit-
erature (to our best knowledge), we synthesize a dataset in
which the occluded objects are generated by randomly plac-
ing a checkboard (with a random size) in the original im-
ages of the ETHZ-dataset (5 random trials for each original
test image, so totally hundreds of occlusion images). We
can see from the examples in Figure 7 that the proposed
importance-integrated method is able to find object bound-
aries more reliably and accurately than the method without
considering part importance, especially when large portions
of occlusion happens. On average, the AUC and bound-
ary location accuracy are improved from 0.597 to 0.740 and
0.821 to 0.877 on the occlusion dataset respectively.

The occlusion happens randomly on the object parts ac-
cording to our synthesized data. We find in our experiments
that, in the case of large portions of important parts are oc-
cluded, there is little improvement for the detection task
by using part importance; it is also difficult for the method
without importance to detect the targets.

5. Psychological experiments

In order to verify the proposed importance model, we
conduct psychological experiments, in which subjects are
asked to implicitly identify objects of the category by ob-

Figure 8. The psychological experiments. (a) Some examples of
stimuli (shape silhouettes in white) and the fixation densities (the
more green the higher densities). (b)-(d) The heat maps of part im-
portance from the human fixation, our model and the edge orien-
tation distribution respectively (the more red the more important).

Table 2. Performance of importance evaluation

KL dist. Uniform |Renninger’07| Ours
applelogos 5.9211 3.1491 1.7703
bottles 4.4891 2.6078 0.8827
giraffes 5.3887 2.6752 1.7362
mugs 5.4796 2.1745 1.0639
swans 5.7895 2.3014 1.6353
horses 4.1358 3.0118 2.3233

serving the object silhouettes. Each object category has 30
instances. The stimulus, an object silhouette, is displayed
in the center of the screen for 2 seconds for everyone of 30
subjects. During observation, the subjects’ eye fixations are
recorded.

From the eye fixations we compute human fixation-
scores for different parts as follows. First, the density
map of the fixations are calculated using the kernel-based
method, in which a 2D Gaussian kernel is employed on each
fixation (Figure 8 (a)). Then, we collect the fixations with
respect to each part based on the aligned and matched shape
contours of the category. The fixation-score of a part is mea-
sured by the mean value of the accumulated densities in the
local band region around the corresponding contour part of
the stimuli.

We compare different part importance measures to their
fixation-scores (denoted by a vector Ij). Let I be the pro-
posed importance measure, and /o be the measure accord-
ing to the local edge orientation histograms by Renninger ef
al.[22]. In addition, if the parts are considered of equal im-
portance, it corresponds to a uniform distribution Is = 1/N
(N is the number of the parts). The differences between the
three measures to human fixation data are shown in Table 2,
which is evaluated by the KL divergences between I and
I, I, I respectively. Figure 8 (b-d) shows the heat maps
based on different measures. The results demonstrate that



our model is more coherent to human perception of shape
parts.

6. Conclusion and Discussion

A novel method of shape part importance measurement
is proposed by the “reconstructability” of a part. It is suc-
cessfully applied to object detection applications, especially
in severe occlusion scenarios. The psychological experi-
ments also verify the consistency of our model with shape
perception of humans.

Our current implementation of the proposed method still
has some limitations. For example, it is not very robust to
articulation, since large articulation induces large part pose
variations w.r.t a global shape, rather than deformation of
shape parts. In the future, we shall augment our model by
introducing pose variables to discount the articulation prob-
lem in shape reconstruction based on local parts.
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