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Abstract—With the proliferation of mobile devices, recent years
have witnessed an emerging potential to integrate mobile visual
search techniques into digital library. Such a mobile application
scenario in digital library has posed significant and unique chal-
lenges in document image search. The mobile photograph makes
it tough to extract discriminative features from the landmark re-
gions of documents, like line drawings, as well as text layouts. In
addition, both search scalability and query delivery latency remain
challenging issues in mobile document search. The former relies
on an effective yet memory-light indexing structure to accomplish
fast online search, while the latter puts a bit budget constraint of
query images over the wireless link. In this paper, we propose a
novel mobile document image retrieval framework, consisting of
a robust Local Inner-distance Shape Context (LISC) descriptor
of line drawings, a Hamming distance KD-Tree for scalable and
memory-light document indexing, as well as a JBIG2 based query
compression scheme, together with a Retinex based enhancement
and an OTSU based binarization, to reduce the latency of deliv-
ering querywhilemaintaining query quality in terms of search per-
formance. We have extensively validated the key techniques in this
framework by quantitative comparison to alternative approaches.

Index Terms—Digital library, Hamming space, inner-distance,
JBIG2 compression, K-D tree, line drawing retrieval, mobile visual
search, shape context.

I. INTRODUCTION

I N the past decades, digital library has played an important
role in accessing the corpus of massive scanned documents

stored in the digital image format. Content based retrieval could
be a promising solution to facilitate pervasive and efficient ac-
cess of the document images. In a typical scenario, a query is
formulated as a photo that captures the visual objects of user
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Fig. 1. The exemplar scenario of mobile document image retrieval in digital
library. The digital resources can be readily accessed by snapping a document
image to search.

Fig. 2. Examples of line drawing in document images.

interest, for example, a book cover, a document page, a figure,
or even a line drawing. The visual query is sent to the server end,
where the visually similar documents are matched and returned.
To improve the image matching efficiency, the extracted visual
signatures of database images have to be indexed, typically by
an inverted indexing table. Compared to typing query keywords,
a snapped photo based query undoubtedly simplifies the input
of a user query. Furthermore, in some specialized domains like
searching ancient hieroglyph, content based queries retain as the
effective approach.
The recent proliferation of mobile devices has witnessed an

emerging need to improve the user experience of digital library
browsing and search, with various applications such as educa-
tion, augmented reality, location search and product retrieval.
User queries can be formed in a ubiquitous way, for instance,
from the posters in a subway, or from the hieroglyph manu-
scripts in a museum. Fig. 1 shows a typical scenario of mobile
visual search in digital library.
The Problem: To deploy a mobile document image retrieval

system in digital library, there are three challenges to be ad-
dressed from the perspective of mobile visual search. The
first challenge comes from the photograph distortion of the
embedded camera on a mobile device. Different from scanned

1520-9210 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



DUAN et al.: TOWARDS MOBILE DOCUMENT IMAGE RETRIEVAL FOR DIGITAL LIBRARY 347

Fig. 3. The proposed mobile document retrieval framework.

document images, the distortion of mobile captured images
would seriously degenerate the performance of visual search.
The landmark regions like line drawings are typically taken
by mobile users to form a visual query. So a robust visual de-
scriptor is required to characterize these line drawing regions.
To retrieve document images, the relative layout of the shape,
rather than the absolute scale and position, plays an important
role, as shown in Fig. 2. Moreover, different from contour, line
drawings are characterized by much richer details (See Fig. 2).
Beyond existing shape descriptors, a new descriptor of line
drawings has to be developed for characterizing the inner shape
details.
The second challenge is on how to properly describe the tex-

tual regions in document images. In addition to line drawings,
a significant proportion of document images is textual regions,
which, in many cases, presents visually similar or even iden-
tical paragraph layouts and fonts. Based on existing local ap-
pearance descriptors, textual regions would produce fairly sim-
ilar feature responses, thereby yielding high false positive rate in
retrieval. In addition, to improve the scalability, a memory-light
descriptor indexing structure like visual vocabulary or hashing
[30], [31]1 is important, which can remove or accelerate the time
consuming online linear scanning process in retrieving docu-
ment images.
Last but not least, it is challenging to reduce the query de-

livery latency in mobile search scenarios. Especially when wire-
less network connections are subject to bandwidth limit, a mo-
bile query of small size is preferred. Different from existing
works in extracting compact descriptors at the terminal for vi-

1While parallel indexing is a straightforward solution, given a database scale,
an essential task is to minimize the memory complexity as much as possible for
the optimized usage of computing resources.

sual search [11], [12], [16], image compression of low com-
plexity is more preferred because a variety of descriptors have
to be extracted at the server end to fulfill document image re-
trieval. In particular, line drawings and textual regions retain
sufficiently discriminative even after binarization, which may
contribute to effective image compression.
The Proposed Framework: The framework includes three

key components, as shown in Fig. 3:
• Local Inner-distance Shape Context (LISC) to describe
line drawings, which is robust against the mobile pho-
tographing distortion.

• Hamming Distance KD-Tree to seek the tradeoff between
document retrieval performance and memory complexity
of indexing structure in searching textual regions.

• JBIG2 based query image compression, together with a
Retinex based image enhancement and an OTSU based
binarization, to fulfill the low bit rate query.

In the following we present the key components in details.
Local Inner-Distance Shape Context: A significant propor-

tion of landmark figures in document images is in the form of
line drawing, consisting of a group of lines with a smooth back-
ground. An effective descriptor are needed to represent the inner
shape details of line drawings. However, existing shape descrip-
tors [2], [3], [7], [15], [22], for instance the Edge Histogram De-
scriptor (EHD) [22], Shape Context Descriptor [2], and Stroke
feature [15], produce quite a few weaknesses. First, the rotation
invariance may not be met, for example, EHD [22] is not rota-
tion invariant. Second, inner details cannot be properly captured
by Shape Context [2], which is more suitable for describing the
shape outlines. Third, the spatial Euclidean distances in [2], [32]
will significantly degenerate when mobile queries undergo the
perspective distortions.
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Hence we propose Local Inner-distance Shape Context
(LISC) to describe line drawings robustly, especially for mobile
search scenarios. LISC starts with detecting the interest points
from the so-called maximal curves, upon which multiple shape
context descriptors are produced at local maximal points. These
shape context descriptors, together with their spatial layout, are
then concatenated to form a LISC histogram.
Hamming Distance KD-Tree: To seek an optimal tradeoff

between maximizing the search scalability and minimizing the
descriptor quantization loss, a Hamming Embedding KD-Tree
is proposed for indexing. First, instead of quantization based
feature indexing such as hashing [36] or visual vocabularies
[30], [31], scalable feature matching is proposed based on the
KD-Tree approximate nearest neighbor search, which is empir-
ically shown to be suitable for textual regions. Second, distinct
from the traditional KD-Tree, we propose to perform an orthog-
onal feature space transform, and quantize individual (orthog-
onal) feature dimension in one bit, in building up the KD-Tree.
Accordingly, hamming signature is stored so that the memory
cost of indexing structure is significantly reduced at the server
end.
JBIG2 Based Query Compression: Coming with the ever

growing computation power of mobile devices, recent works
have proposed to transfer computing workload from the server
to the client. Typical works focus on directly extracting and
delivering compact descriptors from the mobile terminal [11],
[12], [16]. However, in document image retrieval, we propose
an image compression and binarization scheme of low com-
plexity to reduce the bit rate of query images. Most documents
are scanned in a black and white image format. We may bina-
rize a query image followed by image compression at a high
compression rate; meanwhile, the quality of compressed queries
would not degenerate much in terms of search performance. In
details, the proposed scheme starts from a Retinex based image
quality enhancement to filter out noises and remove the shadow.
Then, an OTSU [33] binarization is employed. Finally, a JBIG2
[28] based binary image compression is deployed.
The rest of this paper is organized as follows: Section II re-

views the related work. Section III introduces our line drawing
descriptor LISC Section IV details our Hamming embedding
KD-Tree based indexing and search. Section V introduces the
image query compression scheme. We present our quantitative
comparisons to the state-of-the-arts in Section VI and conclude
this paper in Section VII.

II. RELATED WORK

Digital Library: As a major trend in library operation and
accessing, digital library is dedicated to collecting and man-
aging massive documents in the digital format,2 which enables
users to browse and search either locally or remotely. For in-
stance, the World Digital Library (WDL) project3 has collected
huge amounts of books from handwritten, maps, printed docu-
ments, newspapers etc. worldwide. The China-USMillion Book
Digital Library (CADAL) project4 has covered over 400 mil-

2http://en.wikipedia.org/wiki/Digital_library
3www.wdl.org/
4archive.org/details/cadal/.

lion scanned books. The Google Books project5 aims to search
scanned books, which is linked with charged services for easy
browsing worldwide. With its ever growing scalability, one key
technical challenge lies in dealing with the scalability issue,
i.e., how to develop robust techniques to efficiently and effec-
tively. In particular, mobile document retrieval is becoming an
emerging topic to broaden the functionality and reachability of
digital library.
Document Image Retrieval: Since 1990s, the problem of

document image retrieval has been widely studied, due to a
wide variety of applications in digital library and beyond. The
main target is to find the exact or similar documents by querying
a printed or scanned document image over a large document
corpus. Previous works typically rely on Optical Character
Recognition (OCR) techniques. More recently, visual matching
is becoming a promising alternative to solve the limitation of
poor OCR performance in scanned documents retrieval. For
example, Mao et al. [29] proposed a paragraph structure anal-
ysis approach, which attempts to segment a document image
into paragraphs, and then search the line drawings and textual
regions, respectively. Nakai et al. [25] proposed to characterize
visual statistics of the word density, in which the centroid of
each word to the other words is assumed to follow an affine
invariant cross-ratio. With the development of visual search
algorithms, local descriptors plus bag-of-features models, such
as SIFT plus Visual Vocabulary [30], [31], are supposed to
benefit document image search in a sense of generic use.
However, none of existing techniques is dedicated to sort

out the challenging issues in the emerging task of mobile doc-
ument image retrieval. On one hand, an image query from a
mobile camera is negatively effected by photograph distortion
more or less, such as rotations, lighting changes, and de-fo-
cusing. Such kinds of distortion have posed a big challenge for
state-of-the-art OCR techniques. On the other hand, existing vi-
sual descriptors in terms of words and paragraph layouts, basi-
cally work well over pictographs like Chinese or Japanese doc-
uments, which are, unfortunately, much less effective for the
documents in Latino languages such as English or French. In
particular, for the latter, the visual characteristics of words and
paragraph layouts are quite similar [25], which is less likely
to produce patterns from layout or other global characteristics.
Furthermore, the local descriptors like SIFT or CHOG cannot
work well for document image retrieval in a fine granularity.
Shape Description: Shape description is a longstanding re-

search topic in computer vision. One representative work is
the Shape Context descriptor proposed by Belongie et al. [2].
Shape Context attempts to model the shape characteristics by
calculating the shape related pixel distribution in a polar coor-
dinate system, in which the distribution, embedded with con-
text, has shown advantages in improving the robustness of shape
descriptors. Beyond the delineated line shape, some descrip-
tors like Stroke [15] work on a set of different types of lines
such as curves and right angles, etc., aiming to describe the
spatial layout of these lines to represent a shape. The other
group of methods focus on yielding a descriptor in a “gener-
ative” manner. For example, works in [4], [5] proposed to build

5books.google.com/
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a part based shape model based on a set of training images. Al-
ternatively, works in [1], [2], [6], [7] proposed to model the
shape structures generatively from one image only. For gen-
erative shape models, the shape statistics of each image are
modeled separatively, and the matching of image pairs is com-
puted over the corresponding model components. In 3D shape
retrieval, works in [3], [22] proposed to transform a 3D drawing
to 2D space, and then employ the 2D shape histogram [10] or
Edge Histogram Descriptor (EHD) [22] to represent 3D shape
based on the gradient histogram distribution of shapes. To deal
with the scalability issue, recent work [32] further proposed a
new shape descriptor based on the oriented chamfer matching
(OCM) distance.
In mobile scenarios, the above mentioned works cannot be

well applied to searching landmark regions in document images,
e.g., the line drawings, due to more or less distortion caused
by mobile photographing. For instance, the EHD approach [22]
cannot handle the rotation invariance. Shape Context is suit-
able for describing the outline of figures, rather than the inner
details, which would probably yield ambiguous histogram rep-
resentations for the figures with similar outlines but different
inner appearances. Especially, in previous works the absolute
coordinates of shape points are not invariant with respect to
the perspective transform, so that identical or similar resolu-
tion settings between two line drawings are necessary for exact
matching, which, unfortunately, cannot be guaranteed in mobile
visual queries. Instead, the proposed LISC descriptor comes up
with a sort of local inner-distance [3] to extend the shape con-
text [2], which is in spirit motivated by [8] that combines global
and local features to characterize connected points.
Mobile Visual Search: More recently, much more exciting

research and applications have been pursued in mobile visual
search. For example, Zhang et al. [17] adopted sequential
matching of more than one reference views to estimate the pose
and motion direction for better location recognition. Schindler
et al. [18] presented an approach for large-scale location
recognition based on geo-tagged video streams, which works
on multi-path search over the vocabulary tree. Eade et al. [19]
adopted a vocabulary tree based approach for real-time loop
closing. Yeh et al. [20] proposed a hybrid color histogram to
compensate its original ranking results in location recognition
by using mobile devices. Furthermore, Crandall et al. [21] pre-
sented a system to identify landmark buildings based on image
data, meta data and other photos taken within a 15-minute time
window.
Compact Descriptors for Visual Search: With the fast

growing computation power of mobile devices, recent work
[11], [12], [16] proposed to directly extract compact descriptors
at the terminal, and send the compact descriptors instead of
the query images towards low bit rate visual search. However,
most local descriptors reported in literatures like SIFT [13],
SURF [14] or PCA-SIFT [15] are “over size”, e.g. sending hun-
dreds of such descriptors typically costs more data throughput
comparing to sending the original image directly. One pioneer
work goes to the Compressed Histogram of Gradients (CHoG)
proposed by Chandrasekhar et al. [12]. CHoG adopts Haffman
tree coding to compress the initial descriptor of gradient
histograms into approximately 60 bits. Suppose that 1,000

interest points are detected per image, the overall feature data is
approximately 8 KB, which has been less than the query image
size (typically over 20 KB). Recent papers in [11], [16] stepped
forward to compress the quantized bag-of-words histogram
instead of compressing the local descriptors.

III. TOWARDS LINE DRAWING DESCRIPTORS

A. Overview

Adominant proportion of figures in document images is in the
form of line drawings, i.e., a group of lines located at a smooth
background. For document search, we propose to deal with tex-
tual regions and line drawing regions separately. A Gabor trans-
form is applied to the document image. The low frequency part
is classified as the line drawing region, while the high frequency
part as the textual region. We need to solve two problems in de-
scribing the figures of line drawings:
• The texture of line drawings is sparse, which would degen-
erate the performance of local descriptors like SIFT.

• Shape descriptors like Shape Context [2] only focus on
the object outline but ignore the internal texture. However,
internal texture or line details are important to describe the
object of line drawings.

Taking Shape Context for instance,

(1)

in which denote the Shape Context descriptor at a refer-
ence point the center of the polar coordinate system. The
polar coordinate system is subdivided into 60 regions based on
the quantization of angle as well as the distance scales, with

. For line drawings, since the lines are densely
distributed in each region, the 60-bin histogram are very likely
to be uniformly distributed, which would be less discriminative6

based on the statistics of every lines.
Hence we propose to identify the most discriminative points

inside the line drawing, and then aggregate the feature statistics
from these discriminative ones. Such a selective treatment be-
haves just like the functional module of feature selection to gen-
erate compact descriptors for visual search, aiming to produce
more discriminative histogram response. The proposed LISC
descriptor starts with detecting interest points within a given
line drawing, and then generates their Shape Context histograms
using the local inner-distances for each interest point, respec-
tively. Such histograms of interest points are finally aggregated
to form an averaged histogram as the shape descriptor, as shown
in Fig. 4. In summary, the proposed LISC descriptor has im-
proved the original shape context descriptor in two aspects:
• LISC investigates the features of interest points inside a
line drawing, rather than every shape point. So the uniform
distribution from dense feature responses from traditional
Shape Context [2] can be alleviated significantly.

• LISC employs a polar coordinate system with a novel
inner-distance along the lines, which is robust against
a variety of photographing variances, comparing to the
Euclidean distance.

6Note that such a distribution of dense features is with other shape descriptors
like EHD [22].
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Fig. 4. The pipeline of the Local Inner-Distance Shape Context descriptor.
Note that detectors are operated in the same scale.

In dealing with mobile document image search, LISC brings
about two main advantages comparing to Shape Context: (1)
Local features are suitable to capture the “salient” shape details.
The negative effects from background or occlusions can be al-
leviated, which may greatly contribute to the descriptor robust-
ness. (2) The adopted inner distance helps reduce the negative
effects of perspective transform as well.

B. LISC Descriptor Extraction

Interest Point Detection: Given a line drawing, we attempt
to detect the curve corners, in which the points of maximal
response values are used to locate interest points. The under-
lying assumption is that the discriminative features of a line
drawing basically come from the corners in the curve structure.
Interest point detection is to allocate the contribution of mean-
ingful shape statistics to the corners only.
There exist many corner detectors in the literature, such as

SUSAN, COP, Harris and CSS [9]. We adopt the CSS [9] de-
tector, because of its computation efficiency. CSS detects the
local maxima curvature to extract the initial corner candidates,
which are subsequently verified by using angle tangent with
adaptive thresholds.
For each detected corner, its square neighbor region with

length is chopped out, from which we form the part based
primitives of the line drawing. In our implementation, is
empirically set to 100.
Given an interest point, the Shape Context descriptor [2] is

extracted as , where is the i-th in-
terest points. Only the shape features from interest points are
aggregated.7

Choosing Initial Descriptors: Comparing to the global
shape descriptors [4], [5], the “local” shape descriptor renders
the Shape Context features in a more discriminative manner,
since the lines within a local neighborhood are sparse, thereby
avoiding the uniform distribution of dense features. As shown
in Fig. 4, interest points (red points) are detected from the
corner detector, the neighborhood sub-figures (red rectangles)
are isolated to extract the shape context feature. Since different
line drawings may exhibit various line constitutions, the line
structure is supposed to be reflected in local neighborhoods.
Similar line drawings produce similar line structure of local
neighborhoods, and vice versa.
Inner-Distance: In the original Shape Context descriptor,

the distance from a reference point to other anchor points
is measured by the Euclidean distance, which cannot suf-
fice for non-convex polygons, as demonstrated in [3]. Thus

7Such a selective treatment can improve the descriptor, since more repetitive
points are more robust against mobile photograph variances.

“inner-distance” is adopted to replace the Euclidean distance.
The inner-distance is defined as the shortest path along the
lines to measure the distance between two interest points.
Comparing to [3] working on direct inner-distance, our pro-
posed drawing-based inner-distance is more like the “earth
mover distance” based on the patches along the lines. The
absolute distance between two points along the line would
change in the Euclidean space, whereas their relative distance
of sub-segments along the line retains almost invariant. There-
fore, the improved inner-distance is more robust against the
photographing variance with respect to the perspective.
Given a line drawing , the drawing-based inner-distance

can be calculated as:

(2)

where is the shortest path from to along the
curves in . It consists of two steps:
• First, let denote a graph built with the points from a part

of the line drawing,
the set of vertices of where is the number of points
in , the adjacent edges with in ,
where , and a matrix that stores
the inner distance between each pair of points in .
Initially, we have

otherwise.
(3)

• Then, Floyd-Warshall shortest path algorithm is applied to
to update with the time complexity .8 Fi-

nally, we get the drawing-based inner-distance from to
as:

(4)

where and .
Analysis: Given an affine transform (a sort of variation),

each individual distance between any two points on the line
might change. However, since we propose to find out the
shortest path between two points along a line, the shortest path
more likely retains the same. For instance, if a line drawing
is stretched, the relative distance ratios of these shortest paths
along a line are supposed to remain unchanged. With the
improved “earth mover distance” inner-distance, the proposed
LISC descriptor contribute to more robustness in matching
line drawings between a mobile query image and the reference
document images.
Descriptor Extraction: Considering the vectors from a ref-

erence point as origin to all the other points on the shape, the
Shape Context at the reference point is defined as the feature
histogram of the other points in the relative polar coordinates,
i.e.,

(5)

where the bins uniformly divide the log-polar space. denote

8Other shortest path algorithms can be employed to replace the Floyd-War-
shall Algorithm, and better performance or efficiency may be expected.
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the reference point, any other point on the shape, and
the vector from to .
In the original Shape Context, every point in the contour is

considered as a reference point to describe the shape, while the
proposed LISC descriptor selects the detected corners only as
reference points to generate the shape descriptor.
Moreover, the Euclidean distance in the original shape con-

text [2] is replaced with the inner-distance. Therefore, the LISC
descriptor of a neighborhood part centered at can be defined
as a histogram of relative polar coordinates of all other points
:

(6)

where is the reference point, and in a line drawing
is mapped to in the log-polar coordinate system,

and . Let , let
be the relative distance. The relative

angle is defined as:

(7)

where and denote the differences of the projections of
and over and axis, respectively.

C. LISC Descriptor Matching

Since the LISC descriptor is represented as a distribution his-
togram, statistics test is a straightforward way to carry out
matching between two LISC descriptors:

(8)

where denotes the matching cost of two points,
and the K-bin normalized histogram at and ,

respectively.
Given the set of matching costs between all pairs of cor-

ners, from the first line drawing and from the second line
drawing, following [7], the matching process is to minimize

, where is a permutation.
Speedup: Over a large scale document corpus, the LISC

descriptor matching procedure can be speedup by using the
Bag-of-Features model [31]. The LISC descriptors of line
drawings are quantized and indexed by an inverted file. Thus,
very fast similarity computing between pairs of line drawings
can be achieved by tf-idf.

D. Rotation and Scale Invariance

Scale Invariance: To fulfill scale invariance, we further pro-
pose an adaptive division of subregions, in addition to the as-
signment of principle orientation:
• First, to assign the main orientation, we project the line
pixels in a local neighborhood to the polar coordinate
space, and then generate the distribution with respect to
the bins of different angles. The angle with the maximal

bin value is accordingly selected as the main orientation
to rotate the region for normalized description.

• Second, to fulfill adaptive region division, we calculate the
averaged distance between all pairs of interest points in a
line drawing, then normalize the distances to [0,1], which
ensures that the inner distances of query and reference line
drawings are with a uniform scale.

Rotation Invariance: We further present rotation invariance
by introducing the relative angle. As proposed by Belongie et
al. [2], one choice is to rotate the coordinate system at each
reference point so that the positive x-axis is aligned with the
tangent vector. However, this method does not work for LISC,
since the detected corners are usually located at the intersection
of a few curves, and there is a lack of well-defined tangents.
To solve this problem, we propose to find out the top two

nearest corners and where , for each corner
. Let be the line linking and , and

linking and , respectively. is then the intersection of
and . We denote the angle between and by . Then,

when we deal with the bisector of as the -axis of the coordi-
nate space centered at corner , the content of a neighborhood
part at corner is supposed to be rotation invariant.

IV. TOWARDS SCALABLE SEARCH

Motivation: To accomplish effective and efficient retrieval,
we resort to the K-D Tree based approximate nearest neighbor-
hood search, with a Hamming embedding scheme [23] to reduce
memory cost.9 The motivation is to introduce a compact binary
code to reduce the memory cost from storing original local de-
scriptors for backtracking. In the proposed Hamming Distance
(HD) KD-Tree, we replace the Euclidean feature space with a
Hamming space. The Hamming distance KD-Tree enables very
fast similarity matching, while maintaining matching accuracy.
Below we give the formulation in details.
Offline Learning: The HD KD-Tree structure is learnt of-

fline. To generate the Hamming signature of LISC or SIFT fea-
tures, the feature space reduction, followed by feature space bi-
narizing, is applied, which involves four basic stages:
• Generating Random Orthogonal Matrix: Following [37],
[38], we first perform a QR decomposition on a random
Gaussian matrix for the subsequent feature transform.
From the resulting matrix, the top rows are formed as a

orthogonal projection matrix . In our implemen-
tation, we set and for SIFT, as well as

and for Shape Context.
• Projecting Features: The matrix is used to transform
each individual feature in KD-Tree leaves, yielding the
projection feature vector .

• Representing Leaf Nodes: For each leaf , we calculate the
mean vector of features over the pro-
jection vectors , where denotes
the feature belonging to .

9One alternative is to reduce the descriptor number by data sampling or to
apply vector quantization to raw descriptors, which would suffer from degener-
ated performance seriously.
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• Generating Hamming Signature: For the feature set
in each leaf node , we generate the Hamming signature

as

,
.

(9)

Online Search: In online search, for every local descriptor
extracted from a given document image involving line drawing
regions or textual regions, or both, the descriptor is transformed
from the original feature space, i.e. the 128 dimensional SIFT
feature space or the Shape Context feature space, to the Ham-
ming space, with dimension . Subsequently, KD-Tree based
search is performed to retrieve the most similar descriptors in
the Hamming space. The online search process is outlined in
Algorithm 1.
It is noted that, the rank fusion is carried out via merging

the ranking lists from querying both text regions and landmark
linedrawings. Given two ranking lists with weighted scores to
indicate the ranks of respective documents, we directly fuse
the weights from both textual regions and landmark linedraw-
ings. Subsequently, we re-rank all candidate documents based
on their merged weights.
Discussion: The reasons why we incorporate Hamming dis-

tance computing into the K-D Tree search are two folds. First,
as shown in the previous study as well as the subsequent exper-
iments in Tables II and III, SVT is actually affected by feature
quantization errors. However, such effects can be well alleviated
by the K-D Tree based search, due to the approximated nearest
neighborhood search of descriptors with the functionality of
back tracking, which avoids the phase of quantizing descriptors
to code words. Second, while Hamming distance works on the
binarization of feature space, much less quantization errors are
incurred comparing to vocabulary based quantization methods,
thanks to the backtracking functionality of K-D Tree.

V. TOWARDS LOW BIT RATE QUERY

In this section, we further discuss the query compression
scheme towards low bit rate mobile visual search in the field of

Fig. 5. Query image enhancement prior to binarization.

document images. Rather than extracting compact descriptors
as in [11], [12], [16], we propose to compress query images in
JBIG2 at low complexity.
Before JBIG2 compression, image enhancement is carried

out, followed by binarization, which aims to removing the pho-
tographing variations from shadow, illumination, etc. The ef-
fects of enhancement and binarization has been shown in Fig. 5.
The implementation have been deployed to the mobile end.
Image Enhancement: We adopt a Retinex [24] based image

enhancement to remove the shadow effects. As pointed out in
[24], the imaging mechanism of human eyes is determined by
two main factors, e.g., the incidence light and the object reflec-
tion. Both factors are formulated in the Retinex theory as:

(10)

where denotes the incidence light, and the
object reflection, denotes the pixel position. The en-
hancement is to recover the reflection from an image

by using a Gaussian kernel to compute from , such
that , where is the Gaussian
kernel. This has derived the following operation:

(11)

Fig. 6 shows the effects of Retinex based enhancement.
Binarization: We adopt the OTSU [33] technique to binarize

the query image after enhancement.10 Fig. 7 shows several ex-
amples of OTSU based binarization.
JBIG2 Image Compression: JBIG2 [28] is a standard ap-

proach to compress a binarized image. JBIG2 first tries to seg-
ment a document image into three types of regions, namely, text
regions, halftone regions, and regular regions. For text regions,
the symbol compression is used. For halftone regions, the grid
coding is applied. And the arithmetic coding is applied to reg-
ular regions. Fig. 8 shows the JBIG2 based compression effects
of the entire document pages, as well as the closeup of specific
line drawing regions.

10Nevertheless, other techniques like Niblack [34] can be employed as well,
since the shadows and noises have been removed by enhancement.
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Fig. 6. Examples of Retinex based image enhancement.

Fig. 7. Examples of OTSU based binarization.

Fig. 8. Examples of JBIG2 based compression including Retinex and OTSU
effects, as well as compression rates.

VI. EXPERIMENTAL VALIDATION

A. On LISC Descriptor

We first report the quantitative performance of LISC based
line drawing descriptors, with comparisons to the alternatives
or state-of-the-arts in document image retrieval benchmarks.

Fig. 9. Examples of the MPEG-7 CE Shape 1 Part B benchmark.

Fig. 10. Examples of the CADAL Linedrawing benchmark.

Benchmarks and Evaluation Protocol: The Precision-Recall
curve is used as the evaluation protocol. We quantize the perfor-
mance over two benchmarks with comparisons to the state-of-
the-arts.
• MPEG-7 CE Shape 1 Part B [35]: This benchmark con-
tains over 1,400 line drawings. Most of line drawings pro-
duce the contour like shape. There are in total 70 cate-
gories, each of which contains 20 images captured from
different perspectives. Fig. 9 shows some examples. Over
this benchmark, 500 images are selected to generate visual
queries while the rest are used as the reference images.

• CADAL Line drawing: This benchmark contains 13,000
line drawings collected from the scanned book pages in the
CADAL project. UnlikeMPEG-7 CE Shape 1 Part B, this
benchmark provides a real-world line drawing collection,
in which each line drawing contains rich inside details.
Fig. 10 shows some examples of CADAL line drawings.
Over this benchmark, we select 883 images to form visual
queries, each of which has 2 to 15 reference images. To
further validate the scale and rotation invariance of LISC
descriptors, for each query, we generate two more query
images by random image rotation or scaling. Finally, we
have generated a query set of in total 2,649 images.

Baselines and Parameter Settings: We compare the proposed
LISC descriptor with SIFT [13], Shape Context [2], Edgel [32],
and Stroke [15] in both benchmarks. Following the parameter
settings of Shape Context [2], we subdivide the radius of each
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Fig. 11. Precision-Recall curves on the MPEG-7 CE Shape 1 Part B bench-
mark.

TABLE I
THE mAP WITH RADIUS BIN NUMBER

AND DIAMETER BIN NUMBER , 5, 7

TABLE II
THE mAP WITH DIAMETER BIN NUMBER

AND RADIUS BIN NUMBER , 12, 24

regional circle into 5, and the angle into 12, which thereby yields
60 dimensions in total. For the Edgel feature, we set the toler-
ance rate as 20 pixels, the same setting as [32].
Quantitative Performance on the MPEG 7 CE Shape-1 Part

B: Fig. 11 shows the Precision-Recall curves on the MPEG 7
CE Shape-1 Part B benchmark with comparisons to [2], [13],
[15], [32]. Both Shape Context and LISC perform better. For the
shape simplicity over this benchmark, Shape Context suffices
for the description of outline like shapes. However, Edgel yields
worse performance, due to the lack of invariance regarding to
rotation and scale, which in turn commonly exist in the MPEG
7 CE Shape-1 Part B benchmark. The SIFT descriptor, origi-
nally designed to describe local interest points, is poor in shape
representation.
Regarding the parameters setting of Shape Context which we

apply to generate the LISC, we have cross validated the per-
formance of shape context with different settings in the radius
division and the angle division as below: (1) fix , with
radius beta division from 3 12, 5 12, 7 12, to 9 12. (2)
fix , with degree division from 5 8, 5 12, to 5
24. With different parameter settings, we generate the evalua-
tion results listed in Table I and Table II, from which we finally
select and as the shape context setting to generate
the LISC descriptors.
Fig. 12 shows some mobile retrieval examples of line draw-

ings, in which, for each row, the left is the query image, and the

Fig. 12. Exemplar mobile queries as well as the top returned line drawing im-
ages on the MPEG-7 CE Shape 1 Part B benchmark.

Fig. 13. Precision-Recall curves on the CADAL Line drawing benchmark.

rest list the top 5 returned line drawings images from theMPEG
7 CE Shape-1 Part B benchmark.
Quantitative Performance on the CADAL Line Drawing:

Fig. 13 shows the Precision-Recall curves on the CADAL Line
drawing benchmark with comparisons to [2], [13], [15], [32].
Clearly, LISC has significantly outperformed other methods,
since LISC is well designed to characterize the inner details
of line drawings. This has been validated by the superior per-
formance of LISC descriptor over Shape Context, while Shape
Context performs fairly well in the MPEG-7 CE Shape 1 Part
B benchmark.
Fig. 14 further shows the retrieval examples from the

CADAL Benchmark, in which, for each row, the left is the
query image, and the rest list the top 5 returned line drawings
images.
In summary, the proposed LISC descriptor works well in re-

trieving line drawings, which is able to discriminate those chal-
lenging line drawings with rich and complicated inner details.

B. On Hamming Distance KD-Tree

Memory Cost: To evaluate the advantage of HDKD-Tree, we
first study the memory cost, which is a crucial issue for scalable
visual search. By using Hamming signature, the memory con-
sumption from storing local descriptor is largely reduced. For
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Fig. 14. Exemplar queries as well as their top five returned images on the
CADAL benchmark.

TABLE III
INFLUENCE OF THE MAXIMUM FEATURE NUMBER PER NODE IN HD KD-TREE

instance, the size of a SIFT descriptor can be greatly reduced
from 128 bytes to 64 bits, which has achieved a large memory
reduction of about 16:1. Suppose we store the descriptors of
10,000 English document images, the online memory cost can
be reduced from 1.9 GB to 255 MB. As a result, together with
the KD-Tree indexing structure, the overall memory cost will
be less than 400 MB.
Time Complexity: Based on HD KD-Tree, the online search

mainly involves two phases, i.e. the nearest neighbor search in
each leaf node, as well as the recursive leaf search within the
tree. As shown in Table III, there exists a tradeoff between the
average feature number in each leaf, and the recursion number.
Adding more features would slow down the search within a
node, but reduce the possibility of recursive scrolling as well.
In our work, we empirically set the maximum number of fea-
tures in each leaf with the maximum recursive number
10.
Baselines and Evaluation Protocol: We compare the HD

KD-Tree with the Scalable Vocabulary Tree (SVT) [30], which
is built upon the hierarchical k-means clustering. We use mean
Average Precision (mAP) to evaluate retrieval performance,
which is defined by:

(12)

where to denote the query for evaluation. is
the number of relevant documents to the th query; is the th
relevant document; is the precision at the cut-off rank of
document .
Evaluation Benchmarks: We collect both Chinese and

English document images to evaluate the performance of HD
KD-Tree. For the Chinese Document Image benchmark, we
collect 10,000 scanned book pages from the CADAL project.
In this benchmark, around 70% document images are with line
drawings, and the rest 30% are with only textual paragraphs. In

TABLE IV
MEMORY, mAP, AND TIME ON CHINESE DOCUMENT IMAGES

TABLE V
MEMORY, mAP, AND TIME ON ENGLISH DOCUMENT IMAGES

total 6,184,436 features are extracted from these Chinese docu-
ment images. For the English Document Image benchmark, we
collect the papers from ICIP 2011 and ICASSP 2011 electronic
proceedings. Over 8,000 document images are collected. In
total 12,626,492 features are extracted from these English
document images.
To form the test query set, we randomly select 100 images

from the Chinese Document Image collection. The printed doc-
uments are captured by using a mobile phone camera to gen-
erate mobile image queries. For each document, five images
are snapped with camera rotation and scale changes, yielding
in total 500 image queries. Likewise, we construct the mobile
query set for the English Document Image collection.
Parameter Settings: Regarding the HD KD-Tree, we set the

maximum number of features in each leaf as 60, and the max-
imum recursive as 10. Traditional KD Tree is used as a base-
line approach, which incurs at most recursive 700. For vocabu-
lary tree, we have 5 hierarchical layers, each layer containing 10
clusters. In clustering, when a node contains less than 60 points,
the clustering within this node terminates.
Memory and Time Cost on the Chinese Document Bench-

mark: By vocabulary tree, we train a dictionary with 8,357
nodes (code words), where the hierarchical structure costs about
256 MB. For both KD-Tree and HD KD-Tree, the complexity
comes from, and as linear to, the number of features to be in-
dexed. Table IV lists the comparison in terms of mAP, memory,
and time cost. For the Chinese Document Image benchmark,
both HD KD-Tree and KD-Tree outperform the vocabulary tree
in terms of mAP. Comparing to KD-Tree, our HD KD-Tree is
much more memory efficient.
Memory and Time Cost on the English Document Bench-

mark: For vocabulary tree, we train a dictionary with 9,726
nodes (words), where the hierarchical structure costs about 256
MB. Table V shows the comparison in terms of mAP, memory,
and time cost. For the English Document Image benchmark,
both HD KD-Tree and KD-Tree significantly outperform the
vocabulary tree in terms of mAP. Likewise, our HD KD-Tree
is much more memory efficient than KD-Tree.
HD KD-Tree vs. KD-Tree: Fig. 15 compares the perfor-

mance between HD KD-Tree and KD-Tree. It can be observed
that the increasing of recursive number tends to bringing about
more mAP gap between two approaches. This phenomenon can
be attributed to the “relative” characteristics of the Hamming
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Fig. 15. On the comparisons between KD-Tree and HD KD-Tree.

distance between two features within one leaf node versus cross
two different leaf nodes. Given a leaf node, Hamming distance
can replace the traditional Euclidean distance; however, the
absolute distance of two features from different leaf nodes are
undetermined, which is impossible to be recovered from their
corresponding Hamming signatures. When more recursive
operations occur in nearest neighbor searching, more features
from different leaf nodes would enter the ranking queue.
Unfortunately, it is more likely to bring about wrong nearest
neighbors because of the improper feature ranking based on
the node dependent relative feature distance, rather than the
absolute distance.
SVT is an alternative approach to descriptor quantization,

which is indeed problematic for retrieving English documents.
Different from K-D Tree or HD K-D Tree based nearest neigh-
borhood search, SVT introduces a feature space quantization to
speed up the search process. However, SVT may be subject to
serious quantization errors, i.e. assigning neighbor descriptors
into distinct codewords. Such negative effects are dominant in
the local feature quantization of English documents, since Eng-
lish characters is very limited, thereby yielding too many vi-
sually similar patterns of different granularity to be quantized
properly. But for Chinese documents, the Chinese characters are
pictograph, which are more diverse and discriminative in terms
of visual patterns. In such a case, SVT is basically workable for
scalable visual search by feature quantization. This findings also
indicate that SVT is sensitive in terms of quantization errors,
which relies on the image databases to learn the visual dictio-
nary however.
SVT vs. K-D and HD K-D Trees: The direct use of SVT to

search English documents is problematic, because of consider-
able quantization errors in feature space. To solve the quantiza-
tion issue, K-D Tree is an alternative, which works as a nearest
neighbor search with the mechanism of backtracking to ensure
the accuracy of nearest neighbor search. However, the drawback
of K-D tree is its huge memory cost. Hence Hamming distance
and binary feature space are introduced to replace the original
Euclidean space. Finally, the proposed HD K-D Tree attempts
to figure out an optimal tradeoff between higher memory con-
sumption and lower quantization errors.

Fig. 16. The effects of stripe values on compression rates, image quality, as
well as search accuracy.

C. On Query Compression

Benchmarks and Baselines: We compare the JBIG2 based
compression scheme with other alternatives in the following
four benchmarks: CADAL Chinese Document Image, English
Document Image, MPEG-7 CE Shape 1 Part B and CADAL
Linedrawing, all of which have been introduced in the previous
subsections. We compare the JBIG2 compression scheme to
both Product Quantization (PQ) based [26] and JPEG + VSQT
[27] based compression schemes. PQ based scheme is to com-
press the descriptors of local patches, while JPEG + VSQT is
to compress the query image by using JPEG with the optimized
quantization table. To make a fair comparison among different
approaches, we setup different compression rates, at each of
which the performances of different approaches are compared
respectively.
Parameters Tuning: For the JBIG2 compression, the most

important parameter is the stripes value, i.e., the larger the
stripes value is, the lower the compression rate is, and vice
versa. In this work, we test the stripes values of 2, 8, and 16
to evaluate the performance at different compression rates.
Fig. 16 shows image examples on how stripes values effect the
compression rates as well as the retrieval performance.
For the PQ based scheme, the compression rate is subject

to both feature subdivision and the cluster number in each
subdivision. For SIFT, we have PQ subdivision as 16, 8, and 4
respectively, and as 10. For LISC, we have PQ subdivision as
15, 10, and 5 respectively, and as 10. And for VSQT [27], the
same JPEG quantization table as in [27] is applied.
Generally speaking, for document images at the resolution

800 1000, JBIG2 can reduce the bit rate by 94% (from 500KB
down to 30 KB), without any noticeable retrieval performance
degradation.
In addition, as shown in Fig. 17, the first row of images in-

dicate that by directly binariazing images without Retinex, the
result is indeed unsatisfactory, while the second row of im-
ages show that by using Retinex based image enhancement, the
quality of interest points can be improved.
Rate Distortion Analysis for Document Images: Fig. 18 and

Fig. 19 show the rate distortion analysis in both Chinese and
English documents, with comparisons to PQ-SIFT [26], VSQT
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Fig. 17. (a) Original query image. (b) Directly OTSU binarizing from
(a). (c) Interest points extracted from (b). (d) Enhanced image by Retinex.
(e) Binarizing from (d). (f) Interest point extracted from (e).

Fig. 18. Rate distortion comparison on the Chinese Document Image bench-
mark.

Fig. 19. Rate distortion comparison on the English Document Image bench-
mark.

[27], and JBIG2 [28]. For Chinese document images, the orig-
inal resolution is 1000 800, and image size is 500–700 KB in
JPEG format. As shown in Fig. 18, the proposed JBIG2 com-
pression has achieved a promising mAP of up to 82% at lower
bit rates of less than 30–40 KB over the Chinese Document
Image benchmark.
Similar findings can be observed in the English Document

Image benchmark, as shown in Fig. 19. Note that the perfor-
mance of PQ-SIFT features is very poor. This is due to the weak-
ness of Production Quantization [26]; that is, when quantizing

Fig. 20. Rate distortion comparison on theMPEG 7 Shape 1 Part B benchmark.

Fig. 21. Rate distortion comparison on the CADAL Linedrawing benchmark.

the feature subspace of SIFT, the quantization errors largely de-
generate the search accuracy in English document images. With
the proposed JBIG2 compression, we maintain the performance
of about 90% mAP at the image size of less than 40 KB, which
has greatly outperformed the JPEG based compression [27] in
terms of mAP versus compression rate.
Rate Distortion Analysis for Line Drawings: For line draw-

ings, since SIFT is poor in describing the shapes, we setup a
comparison baseline PQ-LISC by applying product quantiza-
tion to the proposed LISC descriptors. Although PQ-LISC re-
duces the size of LISC descriptors, PQ quantization would cause
the loss of discriminative power, thereby yielding serious drop
of retrieval mAP. On the other hand, while VSQT [27] can
maintain comparable retrieval performance as JBIG2, the com-
pression rate of VSQT is much worse than JBIG2, as shown in
Fig. 20 and Fig. 21.

VII. CONCLUSION AND FUTURE WORK

With the proliferation of mobile devices, there is an emerging
need to retrieve document images by mobile visual search.
However, there exist fundamental challenges to fulfill the func-
tionality of mobile visual search in digital library, i.e., lacking
a descriptor to characterize line drawings, lacking an effective
yet memory-light indexing and online matching pipeline to fast
search document images, as well as the challenge of reducing
mobile query delivery latency, etc. To tackle these challenges,
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we have proposed a general framework towards mobile docu-
ment image retrieval. First, Local Inner-distance Shape Context
descriptor is designed to represent line drawings, widely avail-
able in document images, which has been empirically shown to
be robust against a variety of mobile query distortions. Second,
Hamming Distance KD-Tree is proposed to address the issue of
high memory cost in building up the indexing structure towards
scalable search. Third, JBIG2 based compression scheme of
low complexity is introduced to reduce the query delivery
latency while maintaining comparable search accuracy. These
innovative components have been successfully integrated and
demonstrated in a mobile document retrieval prototype, which
provides rich search functionality for book covers, book pages,
scanned documents, as well as line drawings. Extensive quan-
titative comparisons to a variety of alternative approaches have
been carried out, which has proved the merits of the proposed
framework.
However, to implement a user friendly document image

retrieval, a synergic collaboration of textual regions, line draw-
ings, and multilingual page representation is important. In this
work, we simply apply heuristic rules to rank the documents
with respect to separate document elements. A full-fledged
ranking fusion is included in our future work. In addition,
geometric constraints have not been used in document retrieval,
as the current emphasis is on the essential representation
of document elements towards mobile document retrieval.
Undoubtedly, to further improve the retrieval performance,
re-ranking is a meaningful approach. For example, geometric
verification, or other cues based re-ranking. In addition to
effective re-ranking algorithms, the efficiency of re-ranking
is an important issue as well. How to develop effective and
efficient re-ranking strategies towards mobile document image
retrieval is also one of our future work.
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