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Abstract—To solve the low-speed problem of two-stage based
framework for object detection and instance segmentation, we
creatively introduce the large separated convolution to the typical
two-stage method. In our method, the two-branches separated
large kernel convolution operation is applied before the ROI pool-
ing layer, which is able to reduce the complexity of the follow-up
process to a great extent and make the ROI pooling much more
efficient. Furthermore, the subnet of region-based convolution
network is carefully simplified and designed for obtaining better
performances. Extensive evaluation experiments on Microsoft
COCO datasets show that our method provides ∼2× speedup
compared with the original Mask R-CNN method and results in
a comparable detection and segmentation performances.

Index Terms—Instance Segmentation, Objection Detection,
Separated Convolution, Network acceleration

I. INTRODUCTION

The state-of-the-art CNN-based object detection approaches
can be divided into two-stage based methods such as Faster
R-CNN [1] and R-FCN [2]. and one-stage based methods like
SSD [3] and YOLO [4]. One-staged based methods such as
SSD, which predict the possible location of the target object
during the network forward procedure and the object recog-
nition and location regression are operated at the end of the
network, which is able to achieve a substantial improvement in
speed compared with the two-stage based method. However,
this kind of one-stage based detector usually cannot achieve a
satisfied performance when detecting tiny targets [5]. Due to
its scalable detection performance, the Faster R-CNN based
method has aroused considerable research interests in recent
years in the field of detection and segmentation [2], [6], [7].

Mask R-CNN [6], the Faster R-CNN based method pro-
posed by He et al, won the COCO2017 challenge by adding
a segmentation branch after the ROI pooling operation. The
same as Faster R-CNN, the ROI operation involves a complex,
time-consuming computation, and the problem of low speed
is still not resolved properly in the Mask R-CNN method.
For the two-stage based architecture represented as Faster R-
CNN, some previous works [1], [8] showed that the large
number of feature map after the ROI warping will directly
lead to the increase of the computation complexity and it will
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Fig. 1. The separated large kernel convolution. We deploy a k×1 followed by
1×k convolution and a k×1 followed by 1×k convolution on the ResNet50-
C4 block. The feature maps are sumed as 256 channels which are fed to
Region Proposal Network and ROI operation.

inevitably result in a long time cost in both training and testing
phase. According to [9], by suitably factorizing convolutions
and aggressive regularization, the time-consuming operation
is broken down into the separated channels. Specifically, Peng
et al. used this kind of separated convolution in the semantic
segmentation task and gained a satisfied performance [10].
Motivated by this, we think of decomposing the convolution
layer before the ROI Pooling operation into separated channels
and decreasing the output channel of the feature map, which
will lead to a decrease of the computation complexity in the
follow-up process significantly.

In this paper, the separated large kernel convolution is
introduced into the two-stage based object detection and
instance segmentation method. The Mask R-CNN is consid-
ered as the principle baseline in our work, for the network
modification and experiments comparison. Specifically, we
modify the ResNet-50 based Mask R-CNN architecture from
two aspects: 1) As shown in Fig 1, we decrease the number of
feature maps by adding separated convolution channels on the
ResNet-50-C4 block before the ROI Align, 2) We replace the
C5 convolution block of the ResNet50 with two convolution
layers with 3×3 kernel size to obtain features for final object
detection and instance segmentation. Despite the proposed
method is apparently simple and there is hardly any new
technique in our method, the improved Mask R-CNN version
by applying our method does gain ∼2× speed up and result in
a comparable detection and segmentation on Microsoft COCO
datasets [11] when compared with the original Mask R-CNN.

It is worthwhile to highlight the following contribution of
our work on optimizing the Mask R-CNN:
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• A separated large kernel convolution is introduced to
solve the low-speed problem of two-stage based detection
and segmentation methods, aiming to reduce the input
channel of the ROI operation, which can reduce the net-
work redundancy and accelerate the follow-up detection
and segmentation significantly.

• We gained ∼2× speed up in simultaneously object detec-
tion and instance segmentation when compared with the
original ResNet50 based Mask R-CNN model by using
the largely separated convolution kernel and simplified
subnet, which result in a comparable detection and seg-
mentation performance.

II. RELATED WORK

Object detection and instance segmentation are treated as
two separate tasks for a long term. Mask R-CNN extends the
Faster R-CNN detector by adding an ROI Align mechanism
and a segmentation branch into the region proposal network,
which implements the instance segmentation and the object
detection at the same time. However, the efficiency problem of
the two-stage based method still has not been solved properly.

A. Object Detection

R-CNN [12], proposed by Ross et al, first introduced the
convolution neural network into the field of the object detec-
tion. He et al. proposed SPP-Net [13] to improve R-CNN using
Space Pyramid Pooling. Fast R-CNN [8] was proposed to
improve the efficiency of feature extraction with ROI pooling
mechanism and multi-task training method. Considering the
strong representation ability of the feature map extracted
by the deep network, the Region Proposal Network (RPN)
was introduced in Faster R-CNN [7]. Due to its scalable
detection performance, the Faster R-CNN based method has
aroused considerable research interests in recent year [2],
[6], [7]. Unlike region-based detectors, Some one-stage based
detectors like YOLO [4], SSD [3] greatly increase the speed
of detection by abandoning region proposal phase. However,
the performance is not satisfactory when detecting tiny targets.

B. Instance Segmentation

The abstract features extracted by CNN are very helpful
for image recognition and classification [14], [15], and can be
used to determine exactly what kind of objects are contained
in an image. However, due to the detail information missing
among the convolution and pooling operation, it is hard for the
neural network to classify each pixel to get a precise segmen-
tation performance.Some previous works [16]–[19] focused on
segment candidates, and then classified by applying a general
classifier. The FCN method [20] proposed by Long attempts
to recover the useful information from the abstract features
by applying the deconvolution method and then classify each
pixel to its corresponding category. FCIS [21], proposed by Li
et al, combining the segmentation method in [22] with region-
based FCN detector [2], results in a significant performance.

C. Network acceleration

The purpose of network acceleration is to reduce the redun-
dancy of the network and speed up network computing. There
are two main methods of model compression:1) Speed up
the convolution neural network forwarding by optimizing the
network architecture. For instance, the well-known Inception
[9], [23]–[25], ResNeXt [26], MobileNets [27] and etc. are
proposed and carefully designed to reduce the time and space
complexity of the convolution operation without the obvious
performance drop or even obtain a better performance. 2)
modification on a trained model. Pruning [28], [29], quantiza-
tion [28], [30], binarized neural networks [31], [32], Teacher-
student Framework [33] are also widely used.

III. APPROACH

A. Framework Overall

Our overall two-stage based framework is illustrated in
Fig 2. The public released ResNet50 model pre-trained on
ImageNet [15] as our base feature extraction network for
extracting discriminative features. After the C4 block of the
ResNet50 architecture, a separated large kernel convolution
block is added before the region proposal network and ROI
layer. The main purpose of our method is to reduce the input
channel of the region proposal network and ROI operation,
which can reduce the computation complexity of the head
part of the network to a great extent without an obvious
performance drop. After that, the subnet of the Mask R-CNN
is carefully modified to get comparable performances in both
detection and segmentation tasks and reduce the time cost.

B. Separated Large Kernel Convolution

Recent advances in two-stage object detection and instance
segmentation methods are driven by region proposal methods
and region-based convolutional neural networks. As [1], [7],
[8] shows, creating more accurate feature maps and high-
quality region proposal candidate boxes is a critical step for
two-stage methods, and the two-stage method acceleration has
become a bottleneck due to the huge computation complexity
in processing the generated candidates.

Asymmetric Convolutions [9] shows that factorizing the
traditional k×k convolution into a 1×k convolution followed
by a k×1 convolution only involves O( 2k ) computation cost
when compared with the tradition k×k convolution, which
is able to save computational cost dramatically as k grows
. As illustrated in Fig 1, and Fig 2, the separated large
kernel convolution used in our framework is composed of
two branches. Each branch is a large kernel convolution
of the Asymmetric Convolutions. The input feature map of
the Asymmetric Convolutions is obtained after the previous
convolution layer, and two large kernel convolution with size
k×1 and k×1 are followed. The large padding strategies are
used among the convolution operation.

We take ResNet50 based Mask R-CNN framework as
our baseline. The last convolution block of ResNet-50-C4
is denoted as C4. As shown in Fig 1, we adopt a large
kernel separated convolution on C4. Specifically, we employ



Fig. 2. The overview of the our framework. The separated large kernel convolution is deployed between ResNet50-C4 and ROI pooling operation. The
original ResNet50-C5 block is replaced by our Redesigned region-based convolution network.

a combination of 1×k + k×1 and k×1 + 1×k convolutions.
The k was set to 15 in our work, and the number of feature
maps in the middle layer is 256. With padding employed, we
can get 256 feature maps as large as input. After that, the
redundancy of the feature maps fed into the RPN and ROI
Align are reduced by separated large kernel convolution to a
great extent, while the number of channels is four times less
than that of original Mask R-CNN version.

C. Subnet of Region-Based Convolution Network

Besides having heavy computation in RPN and ROI Align
part, the Mask R-CNN employs an expensive network for
feature extraction, which leads to a serious impact on its
computing speed. Similarly, Faster R-CNN has a more ex-
pensive subnetwork with continuous fully connected layers.
Considering there are N channels feature maps generated from
C4 block and fed into the ROI operation, there are N channels
feature maps output after the ROI operation. C5 block of
ResNet50. And such a heavy part is operated on the generated
feature map, the computation cost can be defined as follows:

cost ∼ O(M2
l K

2Cl−1Cl) (1)

The Ml refers to the size of the output feature map and the
K means the convolution kernel size, and the Cl−1 and the Cl

refer to the number of the input and output channel of feature
maps. In our work, the channels of the input feature maps are
decreased in separated convolution layers significantly. On the
other hand, the heavy ResNet C5 block is replaced by two
3×3 convolution layers with 256 and 512 channels feature
map with size 14×14, which will lead to a decrease of the
computation cost in another aspect. We found that the channel
number of the final output has a great influence on the final
segmentation performance and we will discuss it carefully in
the ablation study part in experiment section. For the detection
branch, we replace the global average pooling by an average
pooling of 7×7 size with stride 7. For the segmentation branch,
a Deconvolution layer is used to enlarge the 14×14 feature

and recover the information from 28×28 feature maps for
obtaining a better performance.

Overall, by reducing the input channels of the RPN and
ROI operation and re-design the follow-up subnet, nearly 40
% parameters are decreased in our framework when compared
with the original ResNet50 based Mask R-CNN, and leads to
a comparable detection and segmentation performances.

IV. EXPERIMENTS

In this section, we evaluate our method on the Microsoft
COCO datasets as it is the benchmark widely used in object
detection and segmentation tasks. For all evaluation, we test
the trained model on the remaining 5k subset of val images
and report the average over IoU thresholds (AP) at different
scales. (AP, AP50, AP75, APs, APm, APl). Specifically, we
make a comprehensive comparison with the ResNet50-based
Mask R-CNN baseline and other state-of-the-art detection and
segmentation methods in both precision and speed.

A. Implementation Details

The intersection-over-union (IoU) threshold is fixed at 0.7
and the ROI has IoU over 0.7 will be considered as positive.
We resize the short edge of images to 800 pixels with the same
ratio as the original and train the model for 360k iterations on
2 Nvidia 1080Ti GPU. The Learning rate is set to 0.01 and
decreases by 10 at 240k and 320k. We use a weight decay of
0.0001 and momentum of 0.9. At test time, The IoU threshold
is set to 0.5. Precision and time testing is implemented on a
single Nvidia 1080Ti GPU at the same time.

B. Main Results

We mainly compare the proposed framework with the
ResNet50 based Mask R-CNN and other state-of-the-art detec-
tion and segmentation methods. The results are shown in table
1. Since the Mask R-CNN is the only method which addresses
the object detection and instance segmentation tasks into an
integral pipeline and trained in an end to end way, we report



Backbone Test time(ms) Segmentation: Mask Detection: Bbox
AP AP50 AP75 APs APm APl AP AP50 AP75 APs APm APl

Mask R-CNN [6] ResNet50-C4 209 29.06 46.29 30.44 14.35 32.38 42.77 33.95 53.32 34.17 20.87 37.51 43.7
MNC [18] ResNet101-C4 - 24.6 44.3 - 4.7 25.9 - - - - - - -
FCIS [21] ResNet50-C5 132 27.1 46.7 - - - - - - - - - -
R-FCN [2] ResNet101-C5 136 - - - - - - 27.6 - - 8.9 30.5 4.0

FPN [7] ResNet50-C4 107 - - - - - - 33.9 - - 17.8 37.7 45.5
Faster-R-CNN [7] ResNet50-C4 172 - - - - - - 31.6 - - 13.2 35.6 47.1
Our framework 1 ResNet-50-C4 103 28.28 48.54 28.98 10.28 31.50 43.20 31.85 52.55 34.10 16.16 36.00 42.40
Our framework 2 ResNet-50-C4 163 28.42 48.76 29.28 10.95 31.43 43.84 32.12 52.93 34.31 17.28 35.95 42.09

TABLE I
COMPARISONS OF OUR RESULTS ON COCO2014 MINIVAL.

Separated Convolution Subnet Test time(ms)Conv1 Conv2
64 64 C5 81
128 128 C5 120
256 256 C5 182
64 64 Re-Designed 71
128 128 Re-Designed 92
256 256 Re-Designed 103

TABLE II
RESULTS OF SPEED WITH DIFFERENT CHANNELS OF SEPARATED LARGE

KERNEL CONVOLUTION AND R-CNN SUBNET DESIGN.

the segmentation and detection results of the other state-of-
the-art methods separately besides the baseline method. For
a fair comparison, the public released ResNet50 model pre-
trained on the ImageNet is used to initialize the Mask R-CNN
baseline and our framework.

For details, a separated large kernel convolution layer is
added on the 4th stage of ResNet50, reducing the number of
feature maps from 1024 to 256. We remove the 5th stage of
ResNet50 and 2 convolution layers with 3×3 kernel size are
added for further feature extraction with output 14×14 feature
maps. For detection branch, a 7×7 large pooling layer is
operated to map the 14×14 feature map to a 2048(2×2×512)
dimension vector for final bounding box regression and cat-
egory prediction. For segmentation branch, a deconvolution
layer is applied to recover the spatial and semantic information
from the 14×14 feature map and enlarge it to size 28×28.
The results are shown in Table I. We test two kinds of method
with different final output channels(one for 512 and the other
one for 1024) and observe that the outputs with 512 channels
results in a comparable result with 1024 channels in both
segmentation and detection but much faster. It is obvious that
∼2× speed up and comparable detection and segmentation
performances have gained when compared with the ResNet50
based Mask R-CNN. Our method is also outperforming a large
margin on segmentation and detection when compared with
the state-of-the-art FCIS [21] and R-FCN [2] method, even
though they use a stronger backbone network than us.

C. Ablation Study

Speed Analysis. Table II shows the forwarding time by us-
ing separated convolution layer with different output channels
and different subnets. Specifically, we observe the network
forwarding time in the case of the different separated convo-
lution and different subnets respectively. The subnet here are

Output Channels Pooling Detection Segmentation
AP AP50 AP75 AP AP50 AP75

256 14×14 30.31 51.25 31.55 27.57 47.33 28.04
256 7×7 31.46 52.30 33.17 27.81 47.60 28.34
512 14×14 30.82 51.54 32.29 27.72 47.55 28.60
512 7×7 31.85 52.55 34.10 28.28 48.54 28.98

1024 7×7 32.12 52.93 31.31 28.42 48.76 28.28

TABLE III
RESULTS OF PRECISION WITH DIFFERENT CHANNELS OF REGION-BASED

CONVOLUTION OUTPUT FEATURE MAPS.

Fig. 3. Example of instance segmentation and detection results on Microsoft
COCO 2014, using 512 output feature maps in R-CNN subnet and running
at 10 fps, with 28.28 mask AP and 31.85 bounding box AP.

composed with 2 continuous 3×3 convolution with 512 final
output channels and followed by a 7×7 pooling. We notice
that the network forwarding time decreased significantly with
the decline of number of the output channels, which further
highlights the theoretical analysis in Sec III. By combining
the separated convolution layers with the re-designed subnet,
we finally gain a ∼2× speed up compared with the baseline
and it is also faster than the other state-of-the-art methods.

Precision Analysis. The segmentation and detection preci-
sion with different subnets and pooling strategies are demon-
strated in Table III. All ROI procedure of the frameworks
receives feature maps with 256 channels from the separated
large convolution layers. Two convolution layers with kernel
size 3×3 are implemented for further feature extracting on
ROIs. The segmentation and detection performances keep
increasing as the outputs channel increase. More information
will be reserved when applying 7×7 pooling for final output
features, which will result in better performances in both
segmentation and detection.



V. CONCLUSION

In this work, we introduced a large separated convolution
and simplified subnet into the Mask R-CNN. We enable the
ROI pooling operation much more efficient by decreasing the
channel of input features with the large separated convolution.
On the other hand, the Re-Designed light subnet also con-
tributes a lot on the network speed up. We gain nearly ∼2×
speed up compared with the original ResNet50-based Mask R-
CNN method and also result in a comparable object detection
and instance segmentation results when evaluating our method
on Microsoft COCO datasets. Although we mainly discuss the
performance of the proposed method by using Mask R-CNN
as a baseline in this paper, our method can be introduced to
any other two-stage based methods for accelerating the speed
of detection and segmentation.
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