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A Compact Representation for Compressing
Converted Stereo Videos

Zhebin Zhang, Chen Zhou, Ronggang Wang, Yizhou Wang, and Wen Gao, Fellow, IEEE

Abstract— We propose a novel representation for stereo videos
namely 2D-plus-depth-cue. This representation is able to encode
stereo videos compactly by leveraging the by-product of a stereo
video conversion process. Specifically, the depth cues are derived
from an interactive labeling process during 2D-to-stereo video
conversion—they are contour points of image regions and their
corresponding depth models, and so forth. Using such cues and
the image features of 2D video frames, the scene depth can
be reliably recovered. Experimental results demonstrate that
the bit rate can be saved about 10%–50% in coding a stereo
video compared with multiview video coding and the 2D-plus-
depth methods. In addition, since the objects are segmented in
the conversion process, it is convenient to adopt the region-of-
interest (ROI) coding in the proposed stereo video coding system.
Experimental results show that using ROI coding, the bit rate
is reduced by 30%–40% or the video quality is increased by
1.5–4 dB with the fixed bit rate.

Index Terms— Stereo video representation, stereo video coding,
depth cue.

I. INTRODUCTION

STEREO video technologies have been well acknowledged
as the next milestone in digital video industry. Two major

ones are stereo video generation and coding.

A. Stereo Video Generation

Usually, there are two approaches to acquiring stereo
videos–one is directly capturing by stereo camcorders, the
other is via 2D-to-stereo conversion. Stereo conversion is
important because (i) the amount of directly captured stereo
videos is not large enough to satisfy the demand of the
stereo video industry, especially for 3DTV broadcasting;
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(ii) some classic conventional 2D movies or TV programs can
be rejuvenated through the conversion.

In the market, the 2D-to-stereo conversion systems can
be categorized into two classes, the automatic systems and
the interactive ones. For example, real-time conversion chips
developed by DDD have been built into the 3DTVs of
Samsung, LG and Sharp, etc. However, the quality of con-
verted stereo videos by such automatic systems is not always
satisfactory. This is because that obtaining accurate depth is
crucial to the conversion quality; whereas, depth estimation
from a single view still remains an unsolved problem in
computer vision. In order to generate high quality stereo
videos it is necessary to introduce human in the loop. For
instance, the IMAX’s technology [1] is able to convert 2D live-
action movies into stereo ones by using graphics models and
human interventions. The technology has been successfully
applied to converting IMAX Hollywood features, such as
“Superman Returns” and “Harry Potter and the Order of the
Phoenix”.

In this paper, we study how to exploit the intermediate data
derived from human interactions during the conversion so as to
represent the converted stereo videos and improve the coding
efficiency.

B. Stereo Video Coding

Compared with traditional 2D videos, stereo videos bring
new challenges to the transmission and storage due to a larger
data volume. There are two main categories of stereo video
representations. One of them is based on the multi-view video
(MVV) [12] representation, where the stereo video can be seen
as a special case of MVV. The methods of multi-view video
coding (MVC) encode stereo videos by exploiting the inter-
view redundancy. The bit rate of the MVC is usually high due
to the large amount of multi-view data. The other one is the
2D-plus-depth representation [26]. The coding methods based
on 2D-plus-depth representation encode a 2D video and its
frame-based depth maps with a relatively low bit rate. A 2D
video and its depth maps are usually encoded independently in
the conventional coding schemes, or only motion correlation
between them is considered [28]. We believe that the bit rate
of a stereo video can be further reduced by exploiting the
correlation between the appearance and the structure of scenes.
Besides, MVV and 2D-plus-depth representation both can be
considered as special cases of another representation, called
multi-view video plus depth (MVD) [21], which is used to
represent the multi-view 3D videos.
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Fig. 1. The proposed system that coupling 2D-to-stereo video conversion and stereo video coding (CVCVC).

In this paper, we propose a novel stereo video representa-
tion to improve coding efficiency of stereo videos produced
by 2D-to-stereo conversion. The representation consists of a
2D video plus its depth cues. The depth cues are derived
from the intermediate data during the operations of the
2D-to-stereo conversion process, including object/region con-
tours and parameters of their designated depth model. Using
the depth cues and by jointly considering the appearance of
a 2D video, the depth of a scene can be reliably recov-
ered. Consequently, two views of the derived stereo video
can be synthesized. Compared with the depth maps, the
depth cues are much more parsimonious than the frame-
based depth maps. For example, compared with traditional
stereo video representations, experimental results show that
the bit rate can be saved about 10%–50% using the proposed
representation.

To prove such an idea, we design a system and use the
proposed representation to couple the stereo video conversion
and video coding, namely CVCVC, as shown in Fig. 1.
On the encoder side, depth cues are generated from the the
“by-products” of an interactive conversion process [36] when
converting a 2D video. Then, the 2D video and its depth cues
are compressed jointly. On the decoder side, the 2D video
and its depth cues are decoded from the bit-stream, then the
depth cues are utilized to reconstruct depth maps according to
image features of the 2D video. At last, the stereo video is
synthesized using a DIBR method (e.g. [9], [34]).

In addition, since object contour is one of the components
in the representation, it is convenient for the system to adopt
the Region of Interest (ROI) coding to further improve the
video quality given a limited bit rate, or to reduce the coding
bit rate w.r.t. certain quality requirement. Experimental results
show that compared with no-ROI coding, the bit rate is
reduced by 30%–40%, or the video quality is increased by
1.5dB–4dB.

The remainder of this paper is organized as follows.
In Sec. II, we survey the related work in both stereo video
coding and 2D-to-stereo video conversion. In Sec. III, the
new representation of stereo video is proposed. Based on
the representation, we introduce the coding and decoding
algorithms in Sec. IV. Experimental results and analysis are
shown in Sec. V. Sec. VI concludes the paper.

II. RELATED WORK

A. Stereo Video Coding

Stereo videos (two-view videos) can be seen as a special
case of multiple-view videos. Hence, the multi-view video
coding (MVC) methods can be directly applied to encode
stereo videos. A key feature of the MVC scheme is to
exploit both spatial and temporal redundancy for compression.
A “P-frame” or “B-frame” can be either predicted from the
frames in the same view using motion estimation (as the tradi-
tional video coding methods), or predicted from the frames of
the other view so as to reduce the substantial inter-view redun-
dancy [18]. MVC decoders require high-level syntax through
the sequence parameter set (SPS in H.264/MPEG4 AVC)
and related supplemental enhancement information (SEI) mes-
sages [5] so that the decoders can correctly decode the video
according to the SPS. Compared with the simulcast coding
scheme, the MVC generally achieves as high as 3 dB gain in
coding (corresponding to a 50% bit rate reduction) [21]. For
stereo videos, an average reduction of 20%–30% of the bit
rate was reported [4].

The 2D-plus-depth coding [26] is another type of stereo
video coding. It is also called depth enhanced stereo video
coding. The standard (MPEG-C Part 3) supports a receiver
to reproduce stereo videos by depth-image based rendering
(DIBR) of the second auxiliary video bitstream, which can
be coded by the standard video coding scheme such as
H.264/AVC [13]. The 2D-plus-depth is now supported by
some stereo player softwares [8] and display devices, espe-
cially for the auto-stereoscopic displayer, e.g. Philips glass-
free 3DTV and LG 3D mobile. Compared with the MVC
solution, it is more convenient for 2D-plus-depth coding to
render the stereo effects according to different devices.

Besides directly applying the standard encoder to coding
the depth, researchers have also studied to exploit the charac-
teristic of the depth map to compress it. An inter-component
prediction method was proposed in [20]. The method derives
block partition from the video reference frame corresponding
to a depth map and utilizes the partition information to coding
the depth map. Kim and Ho [14] proposed a new scheme to
compress depth information of a mesh-based 3D video. Unlike
previous mesh-based depth coding methods, they compress
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TABLE I

EXAMPLES OF 2D-TO-STEREO VIDEO CONVERSION METHODS AND SYSTEMS

the irregular depth information using a conventional 2D video
coder, e.g. H.264/AVC. Cheung et al [6] present a unified
optimization framework to combine two depth map compres-
sion techniques - graph based transform (GBT) and transform
domain sparsification (TDS) for optimal coding performance.

In the literatures of 2D plus depth coding, there are two
categories of the methods which are most related to our work.

One is extracting edges when coding the depth maps.
Daribo et al [7] proposed a method to predict edge direc-
tion in a contiguous contour so that blocks along the con-
tour can be divided into sub-blocks with different motions.
Tabus et al [27] introduces an efficient method for lossless
compression of depth map images, using the representation of
a depth image in terms of three entities: 1) the crack-edges;
2) the constant depth regions enclosed by them; and 3) the
depth value over each region. These methods are performed
on the depth map and aims to efficiently encode depth video
or reduce the artifacts around the edges. However, the edge
information need to be transmitted to the decoder as a type of
side information, which will degrade the coding performance,
especially when the edge number increases. In this paper, we
proposed an algorithm to compress the region contours.

The other one is using the correlation between depth maps
and texture images to reduce the data redundancy. For instance,
a codec proposed in [19] takes depth maps, images and edges
as the input of the encoder. The codec encodes locations of
depth edges explicitly and uses wavelet coefficients along
depth edges to reduce the data entropy and to share edge
information between the depth map and the image to reduce
their correlation. Some methods directly down-sample depth
maps to save the bit rate [23]. To solve the degradation
problem caused by large scaling factors, [30] proposed a color
based depth up-sampling method using the color frames as
a prior to obtain high resolution depth maps on the decoder
side. These methods have shown the correlation between depth
maps and their corresponding texture frames can be utilized to
improve depth maps compression. However, taking the color
difference/similarity of neighboring pixels as prior to penalize

their depth similarity/difference is not always useful, because a
front-to surface (all pixels in the region share the same depth)
could be full of textures and a textureless region could be
slanted or curved.

In this paper, a higher level correlation [32] between depth
maps and texture frames is utilized to further improve depth
map compression in stereo video coding. A depth map is rep-
resented by a series of depth models covering different regions
of an image. The region contours are further compressed into
a set sparse control points. Then a depth cue is defined as a
set of parameters derived from a certain depth model. Based
on such definition, we propose a stereo video representation
called 2D video plus depth cues.

B. 2D-To-Stereo Video Conversion Methods and Systems

The key of 2D-to-stereo video conversion is to obtain
the depth map of each video frame so that stereo frame
pairs can be synthesized. In a typical 2D-to-stereo conversion
system, depth maps can either be estimated according to the
appearance features of 2D frames, or be obtained with user
assistance.

Four typical automatic conversion systems are listed in
Table I. The TransFantasy system automatically converts
2D videos into 3D. In [34], motion and aerial perspective
cues are leveraged to estimate depth maps. In [33], disparity
maps, but not depth maps, are directly estimated by a trained
SVM using features of object motion and context motion.
DDD’s Tri-def3D [8] converts videos in real time by estimating
depth through analyzing features in a 2D video, e.g. the color,
position and motion. The solution also supports different types
of stereo video formats, such as side-by-side, bottom-up, and
2D-plus-depth, which can be encoded by any stereo video
coding methods such as simulcast, MVC or 2D-plus-depth.

Several typical interactive systems are also listed in Table I.
In such systems, usually, depth maps are interactively gen-
erated with user assistance. For instance, in the IMAX solu-
tion [1], graphics models are created for a scene by manually
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aligning each object model to the corresponding pixels in a
key frame, then the scene depth maps are generated according
to camera poses. In order to reduce intensive user labeling,
a semi-interactive conversion system [10] uses depth cues
like visual saliency, scene motion and camera motion to
recover scene depth. In [3], user assisted motion estimation
and ground contact points are used to interactively reconstruct
2.5D triangular mesh of a scene. In [35], depth perception cues
such as motion, aerial perspective and defocus are exploited
to infer scene depth of each 2D video frame.

To alleviate the burden of storage and transmission, an
efficient stereo video coding scheme is a necessary compo-
nent in a 2D-to-stereo video conversion system. Since depth
maps need to be generated during conversion, the 2D-plus-
depth coding is widely adopted. However, in the current
2D-plus-depth coding scheme, a 2D video and its depth maps
are encoded either independently, or only motion correlation
between the two is considered [28].

In fact, other correlations can be further exploited to
improve the compression ratio. For example, object boundaries
can be used to confine both the appearance and the depth of
the objects. In this paper, object boundaries obtained from
the appearance features of 2D video frames are utilized as
depth cues (to be introduced in Sec. III) to recover object
depth in a scene. It is noted that object boundaries and the
similar things are the by-products of the interactive conversion
process. They can be very useful to ensure the conversion
quality or improve coding efficiency. However, even with state-
of-the-art computer vision algorithms, they usually cannot
be reliably extracted from 2D videos automatically. In the
6th column of Table I, there list a set of by-products from
the operations/interactions (the 4th column of Table I) in the
typical interactive conversion systems.

Based on this consideration, we propose a novel representa-
tion of stereo videos in this paper. It enables the coupling of the
two tasks, video coding and 2D-to-stereo video conversion, by
utilizing the by-products of user interactions, so that the two
tasks can inherently facilitate each other to improve stereo
video compression efficiency.

III. THE PROPOSED STEREO VIDEO REPRESENTATION

The motivation of of this paper is that the by-products
(as shown in the 6th column in Table I) generated in the stereo
video conversion are with rich information to reconstruct the
depth maps. For the stereo videos converted from 2D videos,
some “depth cues” extracted from these by-products are
sufficient to build the depths of the scenes. When storing
and transmitting the converted stereo videos, we could use
2D videos plus depth cues while not use 2D videos plus depth
maps. To prove this idea, we propose a system called CVCVC
to couple the stereo conversion system and stereo video coding
system together, as shown in Fig. 1. The conversion system
is integrated in the encoder as the tool to generate the depth
cues. A “depth map reconstruction” module is integrated in
the decoder so that depth maps can be recovered from the
depth cues.

Formally, the proposed stereo video representation is com-
posed of a 2D video V = (I1, . . . , It ) of t frames, and a set of

depth cues � = (�1, . . . , �t ) for each frame. We name such
a representation as 2D-plus-depth-cue, denoted as

S = (V , �). (1)

Depth cues � are used to implicitly describe the geometric
scene structure of a 2D video frame. We assume scene
structure is characterized by an underlying scene model M(�)
with parameters � = (θ1, . . . , θt ). In the encoding phase,
a scene model M is appointed to V during the conversion
operations (O). According to the appointed model, the depth
cues � are extracted from V and then transmitted with the
compressed 2D video to the decoder. In the decoding phase,
using the 2D video and its depth cues, the scene model
parameter � of M is recovered, and then the depth maps D
can be derived from M . Eq. 2 gives a summary of how the
CVCVC system works, including model appointment by O,
depth cues extraction from videos given scene models, and the
depth map recovering from depth cues � by referring 2D video
frames. This representation can be seen as a variant of the
2D-plus-depth. But in the 2D-plus-depth representation, V
and the whole pixel-wise depth maps D = (d1, . . . , dt ) are
encoded and transmitted.

O V V
V �⇒ M(�) �⇒ � �⇒ M(�) �⇒ D

︸ ︷︷ ︸ ︸ ︷︷ ︸

encoding phase decoding phase

(2)

A scene model M(�) of a video is decided by the operations
of the 2D-to-stereo conversion pipeline (as listed in Table I).
In this paper, in order to prove the concept of the proposed
representation, we adopt the system [36] and integrate it in
the proposed CVCVC system as the conversion module,1 as
shown in Fig. 1(b).

For simplicity, the subscript of frame index t is omitted in
the rest of the paper. Next, we introduce the scene model and
how the model is appointed in the example conversion system
in Sec. III-A, and then introduce the depth cues and how the
cues are extracted in Sec. III-B.

A. The Scene Model M(�)

In the conversion module, a video frame is segmented in
to R regions, with region contours set C = (C1, . . . ,CR).
Each region corresponds to a semantic entity, e.g. an object,
background, and we name such regions as semantic regions.
Fig. 2 and Fig. 3 show the interfaces of labeling a foreground
region and a background region, respectively. The foreground
object is extracted using an interactive segmentation algorithm
based on Graph-Cut method [2], [25].

Each semantic region has a model Mi for its depth, namely
region depth model. Hence, the scene model of a frame is
composed of a number of region depth models, i.e. M =
(M1 . . . ,MR ). As listed in Table II, the region depth model is
either a pixel-wise non-parametric model, (i.e. depth values in

1In fact, we can also use other interactive 2D-to-stereo video conversion
systems as listed in Table I. The system [36] combines both interactive
operations and automatic depth estimation in 2D-to-stereo conversion. We use
this example to illustrate the proposed method could handle the both cases.
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TABLE II

VARIOUS REGION DEPTH MODELS AND DEPTH CUES

Fig. 2. A screen capture image of the user interface in [36] and its interactions
for foreground objects segmentation.

Fig. 3. Examples of two different background depth models of [36].

a region are either computed or manually labeled pixel-wisely,)
or a parametric graphics model (such as planar surfaces,
polyhedrons, stage models [29], and some specific models like
human faces and human bodies [1], etc.). Such region depth
models are appointed in the 2D-to-stereo video conversion
system (listed in Table I), either interactively by the system
users, or automatically by the estimation modules in the
system.

The geometric configuration of each model Mi is charac-
terized by a set of parameters �i , as shown in Table II,

�i = (μi ,Ci , ψi ), (3)

where μi is the model type flag, Ci denotes the region contour
of Mi , and ψi includes parameters used to compute the pixel
depths in the region.

All the parameters of �i are generated in the conversion
module on the encoder side by the conversion operations O.
Here we introduce three typical region depth models in details.

1) Planar Surface Model (μi = 3): Some objects can be
modeled as a planar surface such as ground, walls, or even
a human figure at certain distance. As shown in Fig. 2, the
operations that create the model includes object segmentation
to obtain the object/region contour Ci , surface normal adjust-
ment, and surface depth assignment [36]. The depth value
α(x, y) of a pixel on the surface is computed as

α(x, y) = α(xg, yg)+ sw(
x − xg

w
) sin θv + sh(

y − yg

h
) sin θh,

(4)

where (θv , θh) is surface normal. (xg, yg) is the object’s
ground-standing point, i.e. the lowest point of object contour
touching the ground. w and h are the width and height
(in pixel) of an object bounding box (the green rectangle in
Fig. 2(b)). The depth gradient is (sw sin θv , sh sin θh), where
(sw, sh) denotes the scale factor of depth gradient defined by
users. Thus, the parameters of a planar surface model Mi are

�i = (Ci , μi = 3, ψi )

ψi = (α(xgi , ygi ), xgi , ygi , wi , hi , swi , shi , θvi , θhi ) (5)

2) Stage Model (μ j = 4): According to the research on
visual perception [11], the partial order of distance is sufficient
to describe the spatial relations among the objects far away,
rather than using accurate depth values. Hence, in many real
scenes, background regions are approximated by a generic
model, namely stage model [29]. As shown in Fig. 3(c), a
stage model consists of several planar surfaces, which is a
special case of polyhedron. Each surface is defined by a set of
end points of the intersection lines among the surfaces. The
depth values of the end points are set according to user’s per-
ception of the scene geometry. Consequently, the parameters of
a background stage model are

� j = (C j , μ j = 5, ψ j )

ψ j = (p j1 . . . p jP , α j1 . . . jP ). (6)
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C j denotes the 2D region contour covering the whole stage
on an image (e.g. the boundaries of the image). (α j1 . . . α jP )
are depth values of the end points (p j1 . . . p jP ). Depth values
on each stage surface are pixel-wisely computed according to
(α j1 . . . α jP ) through linear interpolation. Fig. 3(d) shows an
example of recovered depth map using the stage model.

3) Non-Parametric Model (μk = 1): The depth value of
each pixel in a region can also be automatically estimated
using computer vision algorithms, which exploit monocular
depth perception cues extracted from the photometric features
of images. The algorithm proposed in [36] is adopted in our
system. The depth of a pixel p is computed by fusing three
monocular photometric cues,

α(p) = waαa(p)+wmαm(p)+wdαd (p), (7)

where αa(p) is the aerial perspective feature, αm(p) is the
motion feature and αd(p) is the defocus feature. Users have
the option to drop some of the cues if they observe that the
cues are not reliable in certain images(Please refer to [36] for
details of the algorithms). Then the model parameters are

�k = (Ck , μk = 1, ψk)

ψk = (wa, wm , wd). (8)

ψk indicates which cues are used and how the cues are
combined to automatically estimate the depth in the region
confined by Ck .

B. Depth Cue Extraction: Γ

Region depths can directly generated from the region depth
models introduced in Section III-A. However, if there are many
regions produced by the conversion operations or some regions
are large, the data amount to represent the regions (points
composing the region contour Ci ) will increase, which will
increase the coding length. It is necessary to further reduce
points to represent the region contours.

So, the scene model M is an implicit representation of
the depth of a scene. In the proposed representation, we use
depth cues to represent the depth instead. Depth cues �i are
composed of two parts,

�i = (C Pi , μi , ψi ). (9)

(i) a set of sparse points C Pi , which is used to represent region
Ri ’s contour Ci , and (ii) depth parameters (μi , ψi ), which are
used to compute the pixel depth values in Ri .

Here, because the number depth parameters is much smaller
than the number of contour points, here (μi , ψi ) are directly
adopted from the model parameters (μi , ψi ) as introduced
in the previous section. However, compared with the point-
wise representation of a contour, we use a set of sparse
control points to represent the contour so that the data amount
is reduced. In this paper, we design an algorithm (Alg. 1)
to extract the control points from a region contour, called
Lossless Contour Compression Algorithm.

Given such a representation, when converting 2D video to
stereo one and coding the converted stereo video, a compact
set of depth cues, �i , is extracted from a video V for
each semantic region Ri on the encoder side, subject to its

Algorithm 1 Lossless Contour Compression

designated region depth model Mi . On the decoder side, The
region contour Ci can be recovered on decoder side from
C Pi according to image gradients and Laplacians (we will
introduce how the contour is recovered in Section IV-B).

1) Control Points Extraction on Region Contours: Alg. 1
shows the proposed method to extract control points on a
region contour by exploiting image gradient features. Here
we use Intelligent Scissors (I.S.) [22] as a tool to “search” the
control points (I.S. is originally an algorithm of interactive
image segmentation). Alg. 1 extracts a minimum number of
control points under condition that the region contour can be
exactly recovered according to these points. Thus, the data
amount of a region contour is reduced.

For a better understanding of Alg. 1, we first briefly intro-
duce the I.S. method. An image lattice in I.S. is represented
by a graph. The weight on a graph edge is defined as

f (p, q) = wZ fZ (q)+wG fG (q)+ wD fD(p, q), (10)

where wZ , wG and wD are the weights that balance three
terms fZ , fG , and fD . The three terms are functions
of image features—Laplacian zero-crossing, gradient magni-
tude of image intensity and gradient direction, respectively.
A smaller edge weight indicates that a pair of neighboring
pixels p and q tends to be on an object contour. Given
any two nodes on the graph, pk j and pk j+1 , a Dijkstra-like
algorithm [7], [22] is used to search for the shortest path
P∗

k j ,k j+1
between them by minimizing the cost

F(Pk j ,k j+1) =
∑

(p,q)∈Pk j ,k j+1

f (p, q), (11)

which is the sum of graph edge weight on each searching path.
Intuitively, if a contour fragment between two contour

points can be recovered according to image gradients,
then the fragment can be represented by the two points.
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Given a region contour, I.S. iteratively searches for the longest
contour section. It starts from a random contour point as the
first control point, then sets the adjacent contour point as
a candidate control point. Next, a contour section between
the two points is recovered according to the image gradients
between them using the I.S. algorithm. If the recovered
contour section is exactly the same as the original contour,
the candidate is not accepted as a control point; otherwise,
its previous contour point is taken as a control point. The
algorithm continues till all the contour points being traversed.

Alg. 1 can be considered as a lossless contour compression
algorithm, since it guarantees that a region contour can be
exactly recovered from the control points. We argue the
following axiom and proposition are true:

Axiom 1: A sub-path of a shortest path is a shortest path.
Proposition 1: Under the condition of lossless compression,

the number of control points selected by Alg. 1 is “nearly
optimal”, i.e. the number of selected control points is either
minimum or at most exceeds the minimum number by 1.

Proof: Suppose C = (p1, . . . , pn, p1) is a region contour
with n pixels. C P = (pk1 , . . . , pkN , pkN+1 ) is a sequence of
N control points extracted from C by Alg. 1, where ki (ki ∈
{1, . . . , n}, k1 < k2 < . . . < kN ) is a pixel index of a control
point in C , and kN+1 ≡ k1 ≡ 1. Assume the optimal control
point sequence of C is C P∗ = (pk∗

1
, . . . , pk∗

N∗ , pk∗
N∗+1

), with
the minimal control point number N∗. k∗

i (k∗
1 < k∗

2 . . . < k∗
N∗ )

is also a pixel index on C .
A new sequence C P ′ = (pk′

1
. . . , pk′

N ′ , pk′
N ′+1

) is con-

structed as following. If pk∗
1

= pk1 , C P ′ = C P∗; Otherwise
(pk∗

1
�= pk1 ), pk1 is inserted into C P∗, thus N ′ = N∗ + 1,

k ′
N ′+1 ≡ k ′

1 ≡ k1(≡ 1), k ′
i = k∗

i−1 ∀ i ∈ {2 . . . N ′}.
In order to prove the proposition, we show that N ≤ N ′ ≤

N∗ + 1.
N ′ ≤ N∗ +1 is obvious from the construction of C P ′. Now

we show N ≤ N ′ by showing that ki ≥ k ′
i , i.e. each control

point selected by Alg. 1 does not precede the corresponding
point in C P ′. This can be proved by induction:

(i) pk′
1

= pk1 holds according to the construction of C P ′.
(ii) Denote the shortest path from point p to q as κ(p, q),

now we prove that if ki−1 ≥ k ′
i−1, then ki ≥ k ′

i . This is
proved by contradiction.

If ki < k ′
i , according to Alg. 1, the shortest path

κ(ki−1, ki + 1) is different from the original contour.
However, note that the κ(k ′

i−1, k ′
i ) is the same as the

original contour, and being its sub-path, κ(ki−1, ki + 1)
must be the same as the original contour as well (note
that ki−1 ≥ k ′

i−1 is the induction premise, and ki +1 ≤ k ′
i

is the assumption), which results in a contradiction.
(iii) Step (ii) repeats till i = N ′ + 1. (i.e. kN ′+1 ≥ k ′

N ′+1.)
And as k ′

N ′+1 reaches the end of control point sequence
C P ′, kN ′+1 = k ′

N ′+1 = k ′
1 = k1(≡ 1). So the number of

points in C P cannot exceed that in C P ′, i.e. N ≤ N ′.
Proof Done.

2) Lossy Compression of Region Contours: The set of
control points extracted by Alg. 1 is compact. For example,
a region contour with about 2000 contour points can be
represented by 200 ∼ 300 control points. In order to further

Algorithm 2 Contour Reconstruction From Lossy Compres-
sion by Simulated Annealing

promote the compression ratio, the constraint in line 6 of
Alg. 1 can be relaxed to

If D(ei j , (pi , . . . p j )) ≤ Tc then (12)

where

D(P, Q) = max{sup
p∈P

inf
q∈Q

d(p, q), sup
q∈Q

inf
p∈ P

d(p, q)}. (13)

D(P, Q) is the Hausdorff Distance [24] between two sets
of contour points P and Q. d(·, ·) computes the Euclidian
distance between two points. Tc is a threshold. In this paper,
with Tc = 1, a contour of 2000 points can be compressed to
30 ∼ 40 control points (shown as the red dots in Fig. 4).

Such a lossy contour compression method improves the
contour compression ratio at the cost of the contour recovery
accuracy.
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Fig. 4. Contour reconstruction from the control points extracted by the
lossy contour compression method. (a) The contour reconstructed by I.S.
(b) Smoothed contour using the proposed Alg. 2.

IV. STEREO VIDEO CODING AND DECODING

In this section, we introduce how to use the 2D-plus-depth-
cue representation in a stereo video coding/decoding system
(as shown in Fig. 1).

A. Encoding

1) Encoding of a 2D Video: In our system, a 2D video is
encoded using H.264/AVC High profile (any other standard
2D video coding method also can be adopted). It is noted that
the encoding of a 2D video, particularly the lossy encoding,
may affect the reconstruction of depth cues. Thus, a new rate
distortion cost is defined by considering distortion of recovered
region contours,

J = D2D + Dcue + λB, (14)

Fig. 5. Examples of depth maps of our method and the 2D-plus-depth with
QP value of 40.

where D2D , B and λ denote the decoded 2D video distortion,
encoded bit count and a Lagrangian multiplier, respectively.
Dcue is the distortion of recovered region contours measured
by the Hausdorff Distance (Eq. 13) between the original
contour and the recovered one.

2) Encoding the Depth Cues Γ = (C P, μ,ψ): The depth
cues are considered as the “user-custom SEI” in H.264/AVC
bit-stream and encoded by fix-length coding. For example, the
coding length of a stage model is usually within 2K b; For a
non-parametric model, only the model type flag μk = 1 and
the control points set C Pk are encoded.

There is a strong correlation between corresponding region
contours of consecutive frames. However, because the region
contours are represented by control points, encoding the points
takes about the same bits as encoding their motion vectors.
The gain by considering the temporal correlation of the
depth cues is trivial, especially for deformable or articulated
objects/regions. Hence, the depth cues are encoded frame by
frame independently in our system.

B. Decoding

As shown in Fig. 1, on the decoder side a stereoscopic
video is synthesized and then displayed. It takes the following
steps: (i) A 2D video is first decoded from the bit-stream
by a H.264/AVC decoding module, and its depth cues are
extracted from the “user-custom SEI”. (ii) For each frame,
region contours and the depth model parameters for each
region are recovered according the depth cues and the video.
(iii) The depth map is reconstructed by computing the pixel
depth values according to the model and its parameters of each
region. (iv) Finally, stereoscopic frames are synthesized using
a DIBR method (e.g. [9]).

For example, for a non-parametric scene model with auto-
matic depth estimation (μk = 1), the depth value of each pixel
is recovered by the corresponding automatic depth estimation
algorithm used on the encoder side (Eq. 7). If a region is
modeled as a planar surface (μk = 3), the depths of the region
are recovered using the model parameters in Eq. 4.

Region contours can be recovered section by section
using Intelligent Scissors between each pair of neighboring
control points by referring to the image gradients of the
decoded frames. However, when Alg. 1 is relaxed to lossy
compression (as described in Sec. III-B.2), the recovered con-
tours are prone to zigzag artifacts, especially when the image
gradients around the contours are weak (as shown in Fig. 4(a)).
Thus, Alg. 2 is proposed to alleviate this artifact (as shown
in Fig. 4(b)). It enforces a smoothness constraint between
two adjacent curve fragments on the contour. Compared with
the contour path energy defined in Eq. 11, here the energy
of connecting two curve fragments, (pk j −1, . . . , pk j+1) and
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Fig. 6. Rate distortion comparison among the three stereo video coding methods.

TABLE III

CODING EFFICIENCY COMPARISON AMONG CVCVC, 2D-PLUS-DEPTH AND MVC

(pk j+1, . . . , pk j ), is defined as

F ′(Pk j−1,k j ,k j+1) = FI S(Pk j ,k j+1)+ FI S(Pk j−1,k j )

+γ Fsmooth(Pk j−1,k j ,k j+1), (15)

where FI S (defined in Eq. 11)) is the reconstruction energy of
a contour section between two points using I.S. The smooth
term Fsmooth penalizes the direction difference between two
adjacent contour curves,

Fsmooth = 1

2

Mk
∑

i=0

(1 − ri · ri+1

‖ri‖‖ri+1‖ ), (16)

where ri denotes the direction of a curve fragment,

ri =
{

(pi+Ks , pi), i + Ks ≤ N ;
(pN , pi ), i + Ks > N .

(17)

γ balances Fsmooth and FI S .

TABLE IV

CODING EFFICIENCY IMPROVEMENT BY CVCVC

The local points around the contour are sampled by a
Simulated Annealing [15], as shown in Alg. 2.

V. EXPERIMENTS AND RESULTS

A. Experiment Settings

Seven 2D movies are used as the testing data, including two
1080 p cartoon movies, two 1080 p regular movies, and three
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Fig. 7. Comparison between the Frames of ROI and Non-ROI Coding of three sequences (a) (d) (g), (b) (c) (e) (f) (h) (i) are enlarged regions for comparing
in details.

Fig. 8. CVCVC for ROI coding. (a) A video frame. (b) Labeled foreground
object (ROI) mask. (c) Blurred ROI mask. If the ROI mask is not blurred,
there will be a sharp boundary between the ROI and region of non-interest.

720 p regular movies. Each video has 90 frames with a frame
rate of 30 f ps and GOP structure of “IPPP...”. Five reference

frames are used and the search range is set to 32. Experiments
are performed on computers with 4G RAM and Intel Core 2
Duo CPU E8400 3.00GHZ.

In the proposed CVCVC system, H.264/AVC High profile is
adopted to encode the 2D videos. The depth cues are encoded
as the “user-custom SEI” in H.264/AVC bit-stream.

The CVCVC is compared with the other two stereo video
coding methods, the MVC and 2D-plus-depth. To evaluate
the performance, depth maps and stereo videos are generated
before the encoding according to the extracted depth cues. For
2D-plus-depth, the original 2D videos and the depth videos are
encoded by H.264/AVC High Profile. On the decoder side,
stereo videos are synthesized to evaluate the distortion. For
MVC, two views of the synthesized stereo videos are encoded
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Fig. 9. Rate distortion comparison between ROI and Non-ROI coding of three sequences (a) (b) (c).

TABLE V

COMPARISON BETWEEN ROI CODING VS NON-ROI CODING METHODS

TABLE VI

ALGORITHM COMPLEXITY IN CVCVC

by “Stereo High Profile” implemented in the latest H.264/AVC
reference software - JM18.0. The average distortions between
the stereo videos at the decoder and the synthesized ones at
encoder are computed.

B. Results and Comparison

1) Depth Map Generation: As described in Sec. III-A,
different region depth models can be applied to the scenes.
Fig. 3 shows the depth maps of the same scenes recovered by
the stage model and the non-parametric model using automatic
depth estimation. Fig. 5(a) displays another scene, whose
complex background depth model is estimated by an auto-
matic algorithm [34] and the foreground object is represented
with a simple planar surface model. These results show the
flexibility of the proposed CVCVC system in estimating scene
depth.

2) Coding Performance Comparison: QP values of 28, 32,
36 and 40 are used for the MVC and 2D-plus-depth to generate
the coded videos and depth videos with different bit rates.
They are also used to encode the 2D videos in the CVCVC.
Since the bit rates of depth cues in the CVCVC are within
150 kbps, the saved bits are reallocated to 2D videos.

The rate distortions of the three methods are shown
in Table IV.2 Compared with the MVC, the CVCVC
improves the decoded stereo video quality, on average, by
0.77dB–3.43dB at the same bit rates. Or it saves
14.24%–58.92% bit rate under the same decoded quality.
Compared with 2D-plus-depth, the CVCVC improves the
decoded stereo video quality by 1.19dB–3.99dB. Or it saves
19.25%–55.48% bit rate. Fig. 6 shows the performance com-
parison of three testing sequences. Details of the comparison
are shown in Table III.

It is worth noting that sometimes the bit rate of coding
a stereo video by the CVCVC can be dramatically reduced,
especially when the geometric structure of the scene is more
complex than the textures in the 2D video, e.g. cartoon videos.
For example, the reduction of the coding bit rate of “Shrek3”
by the CVCVC is more than 50% compared with the MVC
and 2D-plus-depth. This reduction of the bit rate is due to
using the parametric models or the automatic algorithms to
estimate the depth maps. Examples of depth maps of our
method and the 2D-plus-depth are shown in Fig. 5

C. Application: Region-of-Interest (ROI) Coding

The CVCVC inherently supports the ROI coding scheme,
because there is an object segmentation step (shown in Fig. 2)
in the conversion module of CVCVC. Fig. 8 show the process
of ROI extraction. Hence, the video quality at ROI can be
improved at low bit rates, or the coding bit rate can be further
reduced while maintaining the ROI quality.

We compare the rate distortion of ROI coding with the
anchor method (coding in CVCVC without ROI). Three
sequences (each contains 90 frames) are tested in the experi-
ment using four QPs of 24, 28, 32, and 36. As shown in Fig. 9,
the ROI coding improves the decoded stereo video quality by

2For the sequence “Wall-E”, in CVCVC, each frame is considered as a
whole region without segmentation. The depth map of the frame is estimated
by the non-parametric model in Sec. III-A.3. The depth cues consist of
μk and ψk in Eq. 8. Thus, the bit rate of the depth cues is very low (0.24kbps).
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Fig. 10. Limitations of our method. (a) A complex scene where all regions in
the frame are with the planar surface model. (b) All pixel depths are modeled
as the non-parametric model.

2.59dB, 3.78dB and 1.78dB at the similar bit rate, or it saves
40.27%, 46.56% and 34.72% bit rates with the same quality on
average. (Details are shown in Table V). Examples of decoded
frames of ROI coding and non-ROI coding are shown in Fig. 7.
The ROI coding improves the quality in ROI regions, as shown
in the enlarged regions in 2nd and 3rd columns.

D. System Time Complexity

Table VI shows the time complexities of the algorithms used
in the encoder and the decoder of CVCVC. On the encoder
side, the time complexity of I.S. used in Alg. 1 is O(|E |) [22],
where |E | is the edge number of the graph constructed in
I.S. For the control point extraction algorithm (Alg. 1), the
upper bound of complexity is O(n3), where n is the number
of pixels on the generated region contours by the conversion
operations. On the decoder side, the time complexity of
contour reconstruction using I.S. is O(n2). The complexities
of the two algorithms are only decided by pixels numbers
on contours, no matter how many objects generated on one
frame. For example, on a 1280 × 720 frame, it takes about
5.1s to extract 24 control points from a region contour about
2657 pixels on average. The computation time of recovering a
region contour with 2657 pixels is 40 ∼ 100ms. For the Alg. 2,
although the Simulated Annealing used in the algorithm is hard
to analyze due to its stochasticity, it takes about 1s on average
to reconstruct the region contour.

E. Discussion

One limitation of the proposed method might be concerned
is the algorithm complexities on the decoder side, which
cannot be performed in real time currently. However, since
contour sections are independently reconstructed, the algo-
rithms can be highly parallelizable. In our future work, we
will study on speeding up the decoding by utilizing parallel-
computing both on CPU and GPU.

Besides, As a system coupling coding and conversion
together, the coding performance might be affected by the
selection of the 2D-to-stereo conversion module and the inter-
active conversion operations. For example, in Fig. 10(a) some
regions in the background of the scene are labeled even if

there are no strong region contours, which undermines the
performance of compressing region contour. In Fig. 10(b), the
depth map are automatically estimated in [36] and modeled as
non-parametric model in this paper. Although the depth can
be transmitted using very low bit rate (below 1k), the stereo
effect will be degraded due to the fail of depth estimation.

VI. CONCLUSION

We proposed a novel compact stereo video representation,
2D-plus-depth-cue. A system called CVCVC is designed for
both stereo video generation and coding. Using the represen-
tation, the coding efficiency of the converted stereo video
can be largely improved. This representation can also be
extended and applied to other related fields, such as object-
based video coding, ROI-based coding, and intelligent video
content understanding. We showed several cases of applying
the proposed representation to the ROI coding. The limitation
of the propose methods and system are also discussed and we
will study to improve them in our future work.
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