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ABSTRACT
With demands of the intelligent monitoring, multiple object track-
ing (MOT) in surveillance scene has become an essential but chal-
lenging task. Occlusion is the primary difficulty in surveillance
MOT, which can be categorized into the inter-object occlusion and
the obstacle occlusion. Many current studies on general MOT focus
on the former occlusion, but few studies have been conducted on the
latter one. In fact, there are useful prior knowledge in surveillance
videos, because the scene structure is fixed. Hence, we propose
two models for dealing with these two kinds of occlusions. The
attention-based appearance model is proposed to solve the inter-
object occlusion, and the scene structure model is proposed to solve
the obstacle occlusion. We also design an obstacle map segmenta-
tion method for segmenting obstacles from the surveillance scene.
Furthermore, to evaluate our method, we propose four new surveil-
lance datasets that contain videos with obstacles. Experimental
results show the effectiveness of our two models.
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1 INTRODUCTION
Multiple object tracking (MOT) is an important topic in computer
vision. There are two kinds of inputs for MOT generally, including
the video shot by moving cameras (e.g. ego-motion videos), and
the video shot by static cameras (e.g. surveillance videos). However,
many recent studies focus on the general MOT that tackle these
two types of videos together, and few attention have been paid to
surveillance videos specifically. In this paper, we focus on MOT in
surveillance videos for two reasons. One is that huge quantities
of surveillance videos have been shot everyday. The other is that
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Figure 1: Pipeline of our approach. Input is the tracking
result from the baseline MOT method at frame t , and out-
put is the updated tracking result. Those mistracked objects
and detections will be matched by optimizing the cost func-
tion, which contains our attention-based appearance model
and our scene structure model. An obstacle segmentation
method is proposed for the scene structure model, which
can learn the obstacle map from additional sequences.

much prior knowledge can be extracted from the static background
in surveillance, which cannot be used in the general MOT.

Occlusion is the primary difficulty in the surveillance MOT, since
it is difficult to track the object when it is occluded. We categorize
occlusions in surveillance scene into two types, including the inter-
object occlusion and the obstacle occlusion.

The inter-object occlusion is caused by the situation that one
object occludes another object, which is also a big challenge in
the general MOT. Recent studies have already focused on dealing
with this problem. Some approaches try to build robust appearance
models to distinguish the two objects before and after the occlusion
(e.g. [6, 29, 31]), and [7, 27] also consider the temporal appearance
change of these two objects. Besides, some motion models (e.g.
[9, 20]) and interaction models (e.g. [27, 35, 41]) are also proposed
to deal with the inter-object occlusion.

On the other hand, the obstacle occlusion is caused by the sit-
uation that obstacles in the background occlude the object. Since
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recent MOT methods deal with the general MOT, no special care
is taken for surveillance videos. As a consequence, these methods
could fail at the obstacle occlusion. When the object walks towards
the obstacle in the scene and behind the obstacle, these state-of-the-
art methods could fail in re-tracking this object after it walks out of
the obstacle area. The reason is that general MOT methods do not
consider scene structures, thus they cannot distinguish whether its
disappearance is caused by an obstacle or by another object. Hence,
these scene structures (e.g. obstacle map) are expected to be useful.

Inspired by the above analysis, we proposed an obstacle map
segmentation method to describe the scene structure, and two
models to deal with occlusions for online multiple object track-
ing in surveillance. Our obstacle map segmentation method uses
additional sequences as input. This is based on the fact that huge
quantities of surveillance videos have been shot everyday, and some
of them can be used to generate the obstacle map of the scene. For
obstacle occlusion, we design a scene structure model with the
generated obstacle map as input, which could analyze the relative
position between obstacles and missing objects. For inter-object
occlusion, based on [27], we design an attention-based appearance
model that could measure the appearance similarity between detec-
tions and tracked objects by introducing an attention mechanism.
The pipeline of our proposed method is illustrated in Fig. 1.

To achieve better performance, we utilize tracking results from
the state-of-the-art MOT approaches as inputs frame by frame, and
improve these results by optimizing the cost function with our
two models. To be specific, two actions are carried out for input
trajectories, including "CUT" and "LINK". We "CUT" those trajecto-
ries at the current frame if their appearance has a big change, and
separate them into the missing object set and candidate detection
set. Afterwards, we "LINK" these two sets by optimizing the cost
function with our two models. Note that this process is conducted
online, and is flexible to refine any state-of-the-art MOT method.
Furthermore, to our best knowledge, there exists no benchmark that
is dedicated to MOT in surveillance with obstacles. Hence, we build
a Surveillance Tracking Benchmark for evaluation, including four
brand new and challenging surveillance datasets that contain videos
with obstacles. Experimental results on our Surveillance Tracking
Benchmark demonstrate the effectiveness of our approach in the
surveillance scene compared with state-of-the-art methods.

The main contributions of this paper are as follows:

• An obstacle map segmentation method is designed to seg-
ment obstacles from the surveillance scene.

• A scene structure model is proposed to solve the obstacle
occlusion in the surveillance scene.

• An attention-based appearance model is proposed to solve
the inter-object occlusion.

• Four new challenging surveillance datasets are presented
that contain obstacles, and build a new Surveillance Tracking
Benchmark for evaluation.

The rest of the paper is organized as follows. In Sec. 2, related
works are reviewed. In Sec. 3, 4, 5, we present our obstacle map
segmentation method, our scene structure model and our attention-
based appearancemodel respectively. Sec. 6 demonstrates the frame-
work of ourMOTmethod. Details of datasets and experiment results
are discussed in Sec. 7. In Sec. 8, we have a concluding remark.

2 RELATEDWORKS
Tracking-by-Detection (TBD) methods is popular in recent MOT
works [1, 2], which consist of running a detector to generate de-
tections at first and associate those detections afterwards. These
methods can be categorized into the offline approach and the on-
line approach. The offline approach generally uses detections from
all frames through the entire sequence, followed by a global op-
timization, such as graph optimization [4, 5, 24, 43] and iterative
optimization [32, 33, 38, 42]. Although offline learning approach
can achieve a global optimal solution, it cannot satisfy online re-
quirement. The online approach generally uses detections from the
current frame as well as previous frames [3, 6, 7, 21, 27, 29, 36, 41].
In this paper, we follow the online MOT strategy.

AppearanceModel.Appearancemodels have been usedwidely
in MOT in order to measure the similarity between the tracked
object and the detection, including some simple features such as
color histogram [29, 41, 42] and HOG [8]. Recently, deep neural
networks have been applied to get appearance models, which use
the convolutional neural network (CNN) to extract high-level ap-
pearance features [28, 30, 31]. Besides, [27] has taken the temporal
information into consideration by using the Long Short-Term Mem-
ory network (LSTM), but it has not considered the importance of
the object appearance at each different frame.

The appearance model we proposed shares the similar architec-
ture with [27], but differs in two crucial ways: first, we include a
new attention sub-network to measure the importance of the object
appearance at each different frame. Second, we replace the fully
connected layers in [27] with a metric learning network, which
refers to the current re-identification work [10].

Obstacle Map Segmentation. The obstacle map is one of the
scene structure, which describes the prior knowledge of the scene.
Methods to model the scene structure can be generally classified
into two categories: scene parsing method and trajectory assistant
method. The former one provides a straightforward way to model
the scene by recognizing different functional categories, such as
trees, buildings and cars [15]. However, the number of functional
categories needs to be fixed, which limits the performance. The
latter one uses trajectories of objects to generate the scene structure,
where the scene structure is more likely to be modeled as an energy
map, and areas with high energy are probable to be walkable areas
[23, 37, 39, 40]. Nevertheless, thesemethods can output those targets
in the background that can affect the moving pattern of objects, but
they cannot output obstacles, which can occlude moving objects.

We follow the trajectory assistant method for generating the
obstacle map, and it is utilized to formulate our scene structure
model. To our best knowledge, this is the first paper that tackles
both MOT and obstacle map segmentation in surveillance.

3 OBSTACLE MAP SEGMENTATION
Inspired by previous trajectory assistant methods, we design a new
obstacle map segmentation method. Given the tracking results of
additional sequences by the existing MOTmethod as inputs, we can
get an obstaclemap for the surveillance scene by analyzing the trend
and duration of these trajectories. This is applicable for surveillance
application, since massive videos are shot by surveillance cameras.
Some of them can be utilized to generate the obstacle map, and
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Figure 2: Pipeline of our obstacle map segmentation method from trajectories. Picture (I) shows the final segmentation result
of this pipeline.

others for testing MOT performance. Figure 2 demonstrates the
pipeline of building the obstacle map for the surveillance scene.
Three steps are conducted, including obstacle proposal generation,
edge aggregation and obstacle segmentation.

3.1 Obstacle Proposal Generation
Inspired by previous works [23, 37, 39, 40], we first generate an oc-
clusion energy map and then find obstacle proposals from the map,
which represent the hypothesis positions of obstacles. Inputs of
this step are given trajectories, and outputs are obstacle proposals.

We first build an occlusion energy map from the given trajecto-
ries. Suppose that each given trajectory has three states, including
appear, disappear and reappear. The appear and disappear states
describe the start and the end of the trajectory, and the reappear
state describes when the object is lost in one frame and is rediscov-
ered after several frames. In Fig. 2 (A)&(B), r1− > r2− > r3− > r4 is
an object trajectory, where r1 is under the appear state, r3 is under
the reappear state, and r4 is under disappear state. The object is
missing when it is at r2 position.

We useMi
a andMi

d to represent the obstacle energy map of the
object oi under appear and disappear states. Relying on the fact
that objects tend to start from and end at occlusion areas, we use
one-sided bivariate Gaussian distributions to model the probability
distributions of obstacles around r1 and r4, as shown in the Fig. 2 (A).
The borderlines l1 and l2 are perpendicular to the velocity direction
of the object at r1 and r4 respectively.

Mi
r is denoted as the obstacle energy map of the object oi under

reappear state. Since an occlusion area is expected to exist between
r2 and r3, we use a restricted Gaussian distribution between r2 and
r3, which is centered at the middle point of the line segment r2r3,
as shown in the Fig. 2 (B). The restricted borderline l3 and l4 are
perpendicular to the velocity of the object at r2 and r3 respectively.

The occlusion energy map of the object oi can be derived from
the aggregation of Mi

a , Mi
d and Mi

r . Hence, the final occlusion
energy mapM of the scene can be calculated by

M =

|Ot |∑
i=1

(Mi
a +M

i
d +M

i
r ), (1)

where |Ot | is the total number of given trajectories.
Once we get the occlusion energy map M , several areas with

higher energy can be extracted. We search the occlusion energy
map and find bounding boxes that are centered at points with local
maximum energy, which are called obstacle proposals. The whole
obstacle proposal set is denoted by P . These obstacle proposals are
illustrated by the yellow bounding boxes in Fig. 2 (C).

3.2 Edge Aggregation
Once we get obstacle proposals, we use edge aggregation to dis-
tinguish whether they truly contain an obstacle or not. Inputs of
this step are those obstacle proposals, and outputs are the subset
of proposals that are labeled as true obstacle proposal, denoted by
PT . The subset of those proposals that are labeled as false obstacle
proposal is denoted by PF .

The main idea of our edge aggregation method is that textures
of obstacles are often static, and textures of non-obstacle areas
are unstable, due to the fact that pedestrians or cars would move
through this area frequently. Therefore, we calculate the oriented
edge map of each obstacle proposal. The aggregation of these edge
maps can enhance static edges and cancel those edges with different
directions out. As a consequence, those edges that still remain after
aggregation are expected to be edges from obstacles, and those
edges from non-obstacle areas are expected to be cancelled out.

We use [11] to compute edge maps for the obstacle proposals.
The oriented edge map at frame t is denoted as E(t). The aggregated
edge map E(t0, tc ) between the first frame t0 to the current frame
tc can be computed by E(t0, tc ) =

∑tc
t=t0 E(t).

Ideally, those edges from the aggregated edge map E(t0, tc )
are from obstacles after long-term aggregation. If all edges from
E(t0, tc ) have low intensity, there is probably no obstacle in this
proposal. For example, in Step II of Fig. 2, if edges in the aggregated
edge map (Fig. 2 (D)&(E)) still remain, this obstacle proposal can
be a true obstacle proposal. In comparison, if all values from the
aggregated edge map (Fig. 2 (F)&(G)) have low magnitude, this
obstacle proposal may be a false obstacle proposal. Those obstacle
proposals that survive the edge aggregation will be considered for
obstacle segmentation in Step III.
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Figure 3: Illustration of our scene structure model: (A) The
spatial relation between the obstacle (green quadrangle),
the obstacle box (the rectangle that surround the obstacle),
the searching area (gray dash rectangle), the missing object
(brown rectangle) and the prediction (blue dash rectangle)
of the missing object at the frame tl . (B) The assignments
(browndash line) between the prediction anddetections (yel-
low rectangle) at the frame tp . A Gaussian distribution cen-
tered at the prediction is used to calculate the cost between
the missing object and each detection.

3.3 Obstacle Segmentation
After edge aggregation, those obstacle proposals that are labeled
as true obstacle proposals PT are ready to be segmented. Input of
this step is PT , and output is the obstacle segmentation result. The
categories of obstacles are uncertain. So we cannot use segmenta-
tion methods that are based on known categories. Hence, to take
advantage of the aggregated edge map of the obstacle, we choose
weakly supervised method with edges as supervision. An outline
GrabCut Algorithm [25] is utilized to segment obstacles, where
obstacle outline is represented by the aggregated edge map of the
obstacle proposal from PT .

However, there exist objects that seldom move (i.e. a pedestrian
is static for a while and then move). These objects may be regarded
as obstacles, since edges of static objects are enhanced during the
edge map aggregation. Hence, we use an obstacle updating method
to eliminate the affect of unstable edges. We denote that the seg-
mentation results of l-th obstacle proposal at frame t is Ωl (t), and
we merge all Ωl (t) into Ω(t) to get an obstacle map of the whole
image. The segmentation result Ω(t0, tc ) from the first frame t0 to
frame tc can be calculated by the product of the segmentation from
each frame, which can be formulated by Ω(t0, tc ) =

∏tc
t=t0 Ω(t).

The obstacle map segmentation process is continued until tc > tγ
and |Ω(t0, tc + 1) − Ω(t0, tc )| < γ , where tγ and γ are hyperparam-
eters. Note that all objects that do not belong to the obstacles are
expected to move in [t0, tγ ], thus those objects that seldom move
cannot be regarded as obstacles.

As discussed in this section, we take the given trajectories as
input, and output the obstacle segmentation map, which is shown
in Fig. 2 (I). Afterwards, we use this map as the prior knowledge of
our scene structure model.

4 SCENE STRUCTURE MODEL FOR
OBSTACLE OCCLUSION

Once we get the obstacle map from Sec. 3, the scene structure model
is designed to solve the obstacle occlusion problem. When one
object has been occluded by an obstacle, there is high probability
that the missing object reappears at the opposite position relative
to the obstacle. This is useful prior knowledge for MOT. Hence, our
scene structure model takes objects, detections and the obstacle
segmentation map as inputs, and output a scene structure cost
between each missing object and each detection.

We first give some notions. At the current frame t , trajectory
denotes a trace formulated by bounding boxes from all the frames
between frame 1 and frame t − 1. Detection is a bounding box in
frame t , and the detection set is denoted by Dt . Object denotes
the last bounding box on one trajectory. Objects before frame t
comprise the object set for frame t , which is denoted by Ot .

Let us suppose that |OB| is the number of obstacles, and each
obstacle is a polygon. A rectangle is used to exactly surround each
obstacle, which is denoted as the obstacle box. We scale the obstacle
box into a larger one, as shown in Fig. 3(A). This rectangle is called
the Searching Area (SA). Each obstacle corresponds to one SA.

There are two situations for predicting the positions of missing
objects. If the object is missing outside all SAs of obstacles, it is
more likely to be occluded by another object. Hence, we predict
the position of the missing object at current frame t asmi by using
a linear motion model assumption. If the object is missing in one
SA, it is more likely to be occluded by an obstacle. Therefore, we
predict the position of the missing object at frame tp as pi when the
object has walked through the obstacle. To calculate pi , assume that
the i-th missing object oi is hidden by the obstacle q from frame tl
to frame tp − 1, which means that it will reappear at frame tp . As
shown in Fig. 3 (A), we predict the position of pi by a linear motion
model, which satisfied two conditions. One is that oi and pi are on
the opposite side relative to the obstacle q. The other is that there
is no overlap between q and pi .

Then, as shown in Fig. 3 (B), a Gaussian distribution is used in
the center of the prediction pi , and the cost between the missing
object oi and the j-th detection dj at frame t can be formulated by

Fs (oi ,dj ) =


(
p̃i−d̃i

)2
σ 2
1
+

(
tp−t

)2
σ 2
2
, if missing object is in one SA,(

m̃i−d̃i
)2

σ 2
3
, if missing object is not in any SA,

(2)

where "∼" denotes the center of the target. σ1, σ2 and σ3 are hyper-
parameters, where σ1 and σ3 are spatial Gaussian variances, and
σ2 is the temporal Gaussian variance.

5 ATTENTION-BASED APPEARANCE MODEL
FOR INTER-OBJECT OCCLUSION

To solve the inter-object occlusion, we propose an attention-based
appearance model for measuring the appearance similarity between
candidate detections and missing objects. The attention-based ap-
pearance model has two modules, including feature extraction and
metric learning. Inputs of this model are the objects from previous
frames and detections from the current frame, and the output is
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Figure 4: (A) Pipeline of our attention-based appearance model. There are two inputs, including the object trajectory sequence
from previous frames, as shown on the left, and the detection at the current frame t , as shown on the top-right. The output is
the probability that measures the similarity between each object trajectory and each detection. (B) The detailed structure of
the attention sub-network.

the probability that measures the appearance similarity between
each object and each detection. The pipeline of the attention-based
appearance model is shown in Fig. 4 (A).

5.1 Feature Extraction
Our feature extraction is based on [27], which uses CNNs to extract
features of the trajectory at different frames and sends them directly
into an LSTM. However, when the candidate detection is partially
occluded, the similarity between the candidate detection and the
object is likely to decrease, which could lead to a wrong association
between the detection and the missing object. Hence, we design
an attention sub-network to measure the similarity between the
candidate detection and each bounding box on the trajectory Ti .
Bounding boxes that are similar to the candidate detection will
account for a large proportion of the input of each LSTM cell,
which could increase the appearance similarity between the object
and the positive occluded detection.

Given a missing object oi and a candidate detection dj at frame t ,
their features can be extracted, where ϕoi and ϕdj denote features of
oi and dj , andTi denotes the trajectory of oi . As shown in Fig. 4, we
send the detection dj into a convolutional neural network (CNN),
and the output feature of the CNN will pass through a fully con-
nected (FC) layer to get ϕdj . Meanwhile, the feature of the missing
object is extracted as well. We use the same CNN to extract the deep
feature of each bounding box on the object trajectory Ti . ϕ̂i,k de-
notes the output feature of the k-th bounding box bi,k on trajectory
Ti at frame tk , which is derived from the CNN.

Then we use an attention sub-network to measure the similarity
between the candidate detection and each bounding box on the

trajectory Ti . As shown in Fig. 4 (B), given feature maps of the de-
tection and the missing object as FM(dj ) and FM(bi,k ) respectively,
an element-wise minus is conducted to generate the dissimilarity
map, followed by a convolution layer with a kernal size of 1× 1 and
two FC layers. A sigmoid function is placed at the end to produce
the probability ρ. Feature maps of the detection and the missing
object are the output of the last convolution layer of the CNN.

Thus, given the similarity probability ρ between the candidate
detection dj and each bounding box on Ti , the feature ϕi,k of the
k-th bounding box onTi can be calculated by a mixture of ϕ̂i,k and
htk−1 by the similarity probability ρ, which is formulated by

ϕi,k = ρ · ϕ̂i,k + (1 − ρ) · htk−1, (3)

where htk−1 is the output of the LSTM cell at frame tk − 1. Features
of all bounding boxes from the same trajectory are sent into an
LSTM framework. Hence, as shown in Fig. 4 (A), the missing object
feature ϕoi is represented by the output of the last LSTM cell.

5.2 Metric Learning
Once we obtain the feature ϕoi of the missing object oi and the
feature ϕdj of the candidate detection dj , metric learning is utilized
to measure the similarity between ϕoi and ϕdj . As shown in Fig. 4
(A), ϕoi and ϕdj are mixed by element-wise minus. The resulting
feature can be regarded as the initial dissimilarity feature, followed
by two FC layers. A sigmoid function is placed at the end to produce
a probability θi, j that measures how likely the candidate detection
dj to be similar to the missing object oi . Hence, the attention-based
appearance cost Fa (oi ,dj ) between the object oi and the detection
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dj can be formulated by

Fa (oi ,dj ) = −logθi, j . (4)

5.3 Training Strategy
The attention-based appearance model is trained end-to-end. Cross
entropy loss is used as the loss function, which can be written as

L =

|Ot |∑
i=1

|Dt |∑
j=1

−yi, j logθi, j − (1 − yi, j ) log (1 − θi, j ), (5)

whereyi, j = 1 denotes that oi and dj have the same ID, andyi, j = 0
denotes the opposite situation. Adam [14] is used to optimize the
loss function. Details will be discussed in Sec. 7.2.

6 MULTIPLE OBJECT TRACKING
FRAMEWORK

As shown in Fig. 1, we take trajectories that are tracked by the state-
of-the-art MOT approaches as input frame by frame, and refine
these results by optimizing the cost function with our two models.

Given input trajectories, we operate "WASH" action at first. We
find that some state-of-the-art methods would include new bound-
ing boxes that are not detected by the detector, which belong to the
negatives. Hence, we "WASH" the input trajectories by removing
bounding boxes in the obstacle area that are added by some baseline
methods. The reason is that no detection is expected if the object is
hidden by an obstacle.

Then a "CUT" action is carried out. For each input trajectory
at frame t , we "CUT" them if the appearance similarity between
the bounding box at frame t and the trajectory at previous frames
is lower than a threshold. The appearance similarity is calculated
by our attention-based appearance model. Those "CUT" bounding
boxes at frame t comprise the candidate detection set, and those
"CUT" objects at frame t comprise the missing object set.

Given the missing object set and the candidate detection set at
frame t , the MOT problem turns into an data association problem
between two sets, which will be solved by the "LINK" action. As we
follow the tracking-by-detection method, the optimal assignment
could be solved by minimizing a cost function with two terms,
including our appearance term and our scene structure term.

We denote the i-th object at frame t as oit , and the j-th detection
at frame t as d jt . The state of assignment between object oit and
detection d

j
t is denoted as a variable ai, j . Here, ai, j = 1 describes

the situation that detection d
j
t is associated with object oit , and

ai, j = 0 describes the opposite situation. The assignment set is
denoted asAt = {ai, j }

|Ot |× |Dt | , where |Ot | and |Dt | are the total
number of objects and detections from Ot and Dt respectively.

Then the optimal assignment set can be formulated by

Ât = argminAt
C

(
Ot ,Dt ,At

)
(6)

= argminAt

|Ot |∑
i=1

|Dt |∑
j=1

ai, j
(
Fa (oi ,dj ) + Fs (oi ,dj )

)
(7)

s .t .

|Ot |∑
i=1

ai, j ≤ 1 and
|Dt |∑
j=1

ai, j ≤ 1. (8)

Here, C
(
Ot ,Dt ,At

)
is the cost function, which contains the ap-

pearance cost Fa (oi ,dj ) and the scene structure cost Fs (oi ,dj ). The
constraints in Eqn. (8) describe that one object should be associated
with at most one detection, and one detection should be associated
with at most one object. Following the constraints, it is allowed that∑ |Ot |
i=1 ai, j = 0 and

∑ |Dt |
j=1 ai, j = 0, which means that detections

cannot be associated with any objects (start a new trajectory), and
objects can be missing at current frame. Hungarian algorithm [16]
is used to find the optimal assignments.

7 DATASETS AND EXPERIMENTS
7.1 Datasets and Evaluation Metrics
Datasets. Many benchmarks are built for MOT evaluation, such
as 2D MOT 2015 [17], MOT16 [22] and DukeMTMC [26]. However,
to our best knowledge, there is no benchmark that focuses on the
MOT in surveillance scene with obstacles, which is the problem we
focus on. Hence, we build a Surveillance Tracking Benchmark with
obstacles, including 4 challenging surveillance sequences that are
first proposed and annotated by ourselves. These new sequences
are NightCrossing, MetroOut, CrowdedCrossing and CampusStone.
Details of our proposed datasets are listed in Table 1.

Table 1: Details of our Surveillance Tracking Benchmark.

Dataset Length Resolution Boxes Obstacle

NightCrossing 1000 1920×1080 27171 Yes
MetroOut 800 1920×1080 25710 Yes

CrowdedCrossing 200 1920×1080 9774 Yes
Campus Stone 1000 1560×1080 1766 Yes

EvaluationMetric.We use metrics proposed in [17] to evaluate
the performance in our Surveillance Tracking Benchmark. They
mainly include MOTA (MOT Accuracy), IDF1 (ID F1 Score), IDP
(ID Precision), IDR (ID Recall), MT (Most Tracked), ML (Most Lost),
FP (False Positive), FN (False Negative), IDS (ID Switch) and FM
(Fragment). MOTA is an essential metric, which combines three
sources of error including FP, FN and IDS. IDF1 is another crucial
metric, which is the ratio of correctly identified detections over
the average number of ground-truth and computed detections. IDP
and IDR are fraction of computed detections and ground truth
detections that are correctly identified respectively. MT and ML
denote the ratio of ground-truth trajectories that are covered by a
track hypothesis for at least 80% and at most 20% of their respective
life span. IDS is the total number of identity switch, and FM is the
total number of times a trajectory is fragmented.

7.2 Implementation Details
Details of the attention-based appearance model in Sec. 5 will be
discussed. In feature extraction stage, we select ResNet-18 [12]
as our CNN model to implement experiments, followed by a 128-
dimension FC layer. The hidden layer size of the LSTM is experi-
mentally set as 20, and the maximum input sequence length is set
to 20 in consideration of the running efficiency. In the attention
sub-network, a 1 × 1 convolution layer is conducted to the dissimi-
larity map, followed by two FC layers, and dimensions of these two
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Figure 5: Obstacle maps that are generated by our proposed
algorithm. Details are discussed in Sec. 7.3.

FC layers are set to 128 and 1 respectively. The two CNNs used in
feature extraction of both the sequence and the detection share the
same parameters. In the metric learning stage, the dimensions of
the two FC layers are set to 128 and 1 respectively.

For training strategy, we first choose CUHK03 [18] to pretrain
the CNNwith the softmax loss. Afterwards, three Re-ID datasets are
utilized to pretrain whole network end-to-end, including both the
feature extraction stage and the metric learning stage. These three
Re-ID datasets are iLIDS-VID [34], PRID2011 [13] and MARS [44],
which contain 2658 persons totally, and half of them are used for
training and half for testing. For each person, we randomly choose
2 sub-sequences for training, and the sub-sequence length is set
to 20. Positives are randomly sampled from the same person, and
negatives are selected from another person. Finetuning is conducted
after the pretrain process, with three finetuning datasets we built
as training sets. The negatives from the finetuning datasets are
gathered from the adjacent bounding boxes of the object. These
three finetuning datasets are gathered from the same scene as our
proposed datasets, which contain 225 persons totally, and all of
them are used for training. Note that there is no overlap between
datasets for training and datasets for testing.

Besides, in our obstacle map segmentation method, DPNMS [24],
which is an offline MOTmethod, is used as the initialization method
to generate input trajectories for obstacle proposal generation. We
choose the finetuning datasets we built as training datasets. In the
scene structure model, σ 2

1 , σ
2
2 and σ 2

3 are set to 3000, 10000, 3000
respectively.

We use detection results from SSD detector [19] as the input of
all state-of-the-art methods for evaluating the performance on our
Surveillance Tracking Benchmark.

7.3 Experiments on Obstacle Map
Segmentation Method

We show the results of our obstacle map segmentation method in
Fig. 5. Note that some non-obstacle areas have been regarded as
obstacles as well. The reason is that some pedestrians stand stati-
cally during the entire additional sequence, and their edges will be
maintained after the edge aggregation in Sec. 3. This is expected to
be solved by shooting additional sequences with a longer period of
time. Besides, some obstacles does not been segmented completely,
since objects are not dense enough to reveal the obstacle completely.
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Figure 6: MOTA Comparison of seven state-of-the-art meth-
ods in our Surveillance Tracking Benchmark. The ∗ denotes
that it is an onlineMOTapproach, andwithout ∗ is an offline
MOT approach.

Hence, our obstacle map segmentation method is suitable for the
surveillance scene with dense moving objects.

7.4 Experiments on Surveillance Tracking
Benchmark

To test the performance of existing methods in our Surveillance
Tracking Benchmark, we choose seven state-of-the-art approaches
that have released open sources, including SCEA [41], CMOT [3],
MDP [36], RNNTracking [21], ELP [20], SMOT [9] andDPNMS
[24]. The former four approaches are online methods, and the latter
three approaches are offline methods. The MOTA results of these
seven methods are ranked and shown in Fig. 6.

Since our appearance model and scene structure model can be
conducted online, we choose the top two online approaches with
higher scores in MOTA metric (CMOT and SCEA) as our baselines.
We also choose an offline approach that is the best in MOTA met-
ric (ELP) to prove the generalization of our models, which shows
our method is useful in both online and offline methods. For each
picked baseline method, we conduct two experiments. ‘Method + A’
does not consider the scene structure model, which means that we
assume all missing objects are occluded by other objects. ‘Method
+ A + S’ considers both the attention-based appearance model and
the scene structure model. The results are shown in Table 2. We can
see that in all three baseline methods, using the attention-based
appearance model can promote the MOTA score, which illustrates
that our appearance model can improve the MOT performance in
general. Besides, using the scene structure model can promote the
IDF1 score, which infers that our scene structure model can im-
prove the ratio of correctly identified detections, especially under
obstacle areas. In addtion, both our two models can decrease ID
Switches. Note that the approach which includes both two models
achieves the best in MOTA, IDF1, IDP, IDR, MT, ML and IDS with
both online and offline MOT approaches as baseline.

To verify the effectiveness of our scene structure model, we
demonstrate the efficiency on CampusStone, since the major occlu-
sion type in this dataset is the obstacle occlusion. We also manually
label the ground truth of the obstacles in CampusStone and demon-
strate the results on our scene structure model with ground truth

Session: FF-2 MM’18, October 22-26, 2018, Seoul, Republic of Korea

207



Table 2: Experiments on our Surveillance Tracking Benchmark. The ‘method + A’ shows results that adding attention-based
appearance model, and the ‘method + A + S’ shows results that adding both attention-based appearance model and the scene
structure model. The best result of experiments based on each baseline method in each metric is highlight in bold.

Method MOTA↑ IDF1↑ IDP↑ IDR↑ MT↑ ML↓ FP↓ FN↓ IDS↓ FM↓

CMOT [3] 60.4 50.1 58.7 43.7 32.8% 21.9% 4277 20725 498 821
CMOT + A 61.0 50.4 58.9 44.0 33.6% 21.5% 4197 20458 486 769
CMOT + A + S 61.0 51.0 59.6 44.6 33.6% 21.5% 4195 20456 471 768

SCEA [41] 58.2 45.3 58.3 37.0 26.4% 26.0% 1470 24983 461 671
SCEA + A 58.9 46.3 58.9 38.1 28.3% 25.7% 1685 24415 369 601
SCEA + A + S 58.9 47.4 60.4 39.0 28.7% 25.7% 1676 24444 332 603

ELP [20] 61.6 47.2 57.3 40.2 30.9% 22.6% 2413 21711 639 705
ELP + A 62.8 49.4 58.8 42.6 33.6% 22.6% 2837 20639 480 611
ELP + A + S 63.0 51.3 61.1 44.2 34.0% 22.6% 2785 20650 432 607
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Figure 7: IDF1 metric result in CampusStone Dataset.

Figure 8: Train loss curve and test accuracy curve on the pre-
train process of the attention-based appearance model with
and without the attention sub-network.

obstacles. IDF1 curves of all three baseline methods are demon-
strated in Fig. 7. For each baseline method, we show four IDF1
results, corresponding to the baseline method, the baseline with
our appearance model (‘+A’), the baseline with our appearance
model and our scene structure model that obstacles, which are gen-
erated by either our proposed obstacle map segmentation algorithm
(‘+A+S’) or manually labeled ground truth obstacles (‘+A+S(GT)’).
From Fig. 7, we can see that our ‘method+A+S(GT)’ achieves the
significant improvement in IDF1 metric, which shows the effect of
our scene structure model.

7.5 Experiments of the Sub-Network in Our
Attention-Based Appearance Model

To verify the effect of our attention sub-network in the attention-
based appearance model, we demonstrate the training loss and the

test accuracy of our appearance model in two cases. One is that we
use the attention sub-network, as illustrated in Sec. 5. The other one
is that we remove the attention sub-network, and send the CNN
output of each bounding box from the sequence directly into the
LSTM. Figure 8 shows these two comparative models. We can see
that the model without the attention sub-network achieves better
train loss, but lower test accuracy. On the contrary, the model with
the attention sub-network can achieves better test accuracy, which
means that the attention sub-network can prevent from overfitting.

8 CONCLUSION
In this paper, we propose two models to solve occlusion for on-
line MOT in surveillance. The attention-based appearance model is
proposed to solve the inter-object occlusion, and the scene struc-
ture model is proposed to solve the obstacle occlusion. To describe
scene structures of the surveillance videos, we propose an obstacle
map segmentation method. We also present a new benchmark for
MOT in surveillance that contains videos with obstacles, which
will improve studies in this area.
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