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Abstract. A new method is proposed for fusing a multi-exposure se-
quence of images into a high quality image based on the locality proper-
ties of the sequence. We divide the images into uniform blocks and use
variance to represent the information of blocks. The richest information
(RI) image is computed by piecing together blocks with largest variances.
We assume that images in the sequence are high dimensional data points
lying on the same neighbourhood and borrow the idea from locally linear
embedding (LLE) to fuse a result image which is closest to the RI image.
The result is comparable to the state-of-art tone mapping operators and
other exposure fusion methods.

Keywords: Exposure fusion, High dynamic range, Locality properties,
LLE.

1 Introduction

Digital cameras are developing quickly in producing higher-resolution images,
but the limited dynamic range is still a challenge. Currently, the vast majority
of images are represented in 8 bits per pixel for each colour channel, which is
called low dynamic range (LDR) image, in contrast with the high dynamic range
(HDR) in real world scenes. As a result, images captured by cameras in HDR
scenes are either under- or over-exposed, missing parts of the information in dark
or high-light regions. In order to achieve the full dynamic range, a bracketed
exposure sequence is often made and is turned into a single image for convenient
display.

There are several techniques to create such multi-exposure images. One of
these techniques, reviewed in details by Erik Reinhard et al. [8], is to create a
kind of HDR format images that uses floating point number to represent pixel
channels and then to tone map the HDR format images into displayable gamut.
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However, the obvious drawback of this approach is that it needs to create the
HDR format image first, which is complex and costs lots of memory for the
users who only want displayable multi-exposure results. Besides, the camera
parameters that are required to calculate the radiometric response function [1]
are often unknown by common users.

Another kind of techniques is called exposure fusion, which allocates a nor-
malized weight to every image and then fuses the bracketed sequence into a
multi-exposure image.

Tom Mertens et al. [7] proposed a technique for fusing images. The technique
blends multiple exposures, guided by simple quality measures like saturation and
contrast. Images are fused in a multiresolution fashion to deal with the seams.

Goshtasby [4] presented an block-wise fusion techniques. The technique first
calculates the entropy of each block in each image and selects the blocks that
contains the most information. Then the blocks are fused to a high quality image
by a monotonically decreasing blending function. An algorithm to determine the
optimal block size is also proposed. However, the optimization algorithm is slow
and may be not necessary because the entropy is changed by uniform block size
and is not the larger, the better.

Kotwal et al. [6] defined exposure fusion as a multi-objective optimization
problem based on desired characteristics of the output and provided the solu-
tion using an Euler-Lagrange technique. The proposed technique yields visually
appealing fused images with a high value of contrast. The slow iteration is the
inevitable drawback of the algorithm.

Ashish et al. [11] proposed a low complexity detail preserving multi-exposure
image fusion method. The fusion is performed pixel-by-pixel and does not involve
any filtering or transformation. However, the saturation and the contrast of the
multi-exposure method is not that good.

In this paper, we take advantage of the locality properties, the locality of pixels
among their neighbourhoods and the locality of images with different exposures.
Based on these properties, we make a model to optimize the information in the
final image and also take the visual quality into consideration. The proposed
algorithm is block-wised and each block can run parallel. The experiments show
that quality of the results is comparable with tone mapping operators and other
exposure fusion methods.

The rest of the paper is organized as follows. In section 2, we will introduce
our algorithm in details. In section 3, many experiments and comparisons are
done. In section 4, we make a conclusion and the future expectation.

2 Exposure Fusion Based on Locality Properties

Our exposure fusion method aims at allocating a normalized weight to every pixel
of every image in the multi-exposure image sequence and then fuses these images
to a final image. To achieve this goal, we choose the parts with rich information
in the multi-exposure image sequence and use the locality properties to obtain
the weights. In our method, we assume that the images are well aligned, possibly
using a registration algorithm [13],[5].
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2.1 Linear Fusion Model

Most of the exposure fusion method use the Linear Fusion Model (LFM), which
means that the result is computed by a weighted average at each pixel in N
images. To make sure that the fused pixels is in the 0 to 255 display range, the
weights of N images at each pixel (i, j) are normalized:

Fij =

N∑

k=1

W k
ijI

k
ij , s.t.

N∑

k=1

W k
ij = 1 (1)

where i, j, k mean the pixel (i, j) of k-th input image in the sequence. I is the
pixel value, W is the weight and F is the result. An example of a multi-exposure
sequence is shown in Fig. 1. According to this model, we only need to compute
the weight for each pixel, but it is not straightforward when rich information
and visual quality are taken into consideration. Our method is based on LFM,
which takes advantage of locality properties to guide the fusion.

(a) (b)

(c)

Fig. 1. Multi-exposure image sequence. The photos are taken in different exposure
time.
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2.2 Information Measure with Locality Property

Each area of a scene has a corresponding best exposure. In the other word, one
of the images in the exposure sequence contains the richest information of the
area [4]. Inspired by this idea, we find the bridge between the visual quality and
countable quantity. Although the fusion process is pixel-wised, one pixel cannot
represent the quantity of information. We consider one pixel and its neighbour-
hood. When the neighbourhood is not very large, the relation between the visual
quality and information quantity is monotonic, which means that the better the
visual quality is, the more information the neighbourhood has. However, the
monotonicity does not hold when the neighbourhood is large, because the neigh-
bourhood may contain areas that have different best exposures. We conclude
this result as the first locality property that guide our algorithm.

We use the variance to measure the information, which is a widely used con-
cept in data analysis. If an area is well-exposed, the variance will reach its largest.
When an area is under- or over-exposed, the area will have less details and the
variance will be small. To simplify the calculation, we compute the variance on
the m×m uniform blocks:

Var(b) =
1

m2

m2∑

i=1

(bi − b̄)2 (2)

where the Var(b) is the variance of a block b. bi is the i-th pixel value and b̄ is
the mean of pixels in the block. We divide the images into m ×m sized blocks
and compare the variances of blocks at the same place in different images in the
sequence. The blocks with largest variances are extracted and pieced together to
form an initial starting-point image. This image contains the richest information
but is not comfortable for viewing, as shown in Fig. 2. The richest information
image is the important variable of our next fusion step.

(a) (b)

Fig. 2. The richest information image. The grayscale one is shown in (a) with the block
size 16× 16. The colored one is shown in (b).
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2.3 Fusion with Locality Property

As the richest information (RI) image has been obtained, we fuse the multi-
exposure sequence according to this image. We could directly smooth the RI
image, but undesirable halos around the edge or shades are present, as demon-
strated in Fig. 3(a).

(a) (b)

Fig. 3. (a) is the result from directly smoothing RI image with halos. (b) is our algo-
rithm with one weight per image.

To address the halos-shades problem and keep the information as much as
possible, we borrow the idea from locally linear embedding (LLE) [10], which
is an important algorithm in manifold learning. The LLE algorithm is based on
simple geometric intuitions. Suppose there are N points in a high dimensional
data space of dimensionality D. The main concept of LLE is that each data
point and its neighbours are expected to lie on or close to locally linear patch
of the manifold, so the data point can be reconstructed from its neighbours.
In exposure fusion, the images in exposure sequence and the RI image are the
high dimensional data points. As these images represent the same scene, these
points are assumed to lie on a locally linear patch and can be reconstructed by
neighbours. We propose a fusion model according to this assumption:

Ŵ = argmin
W

∥∥∥∥∥

N∑

k=1

W kIk −R

∥∥∥∥∥ , s.t.
N∑

k=1

W k = 1 (3)

where R is the RI image, Ik is the k-th image in the exposure sequence, which
is the neighbour of RI image. Our goal is to optimize the weights Ŵ to fuse the
sequence and make the fused image closest to the RI image. The solution to (3)
can be derived below:

Ŵ =
(
IT I

)−1 ·
[
IT r− 1l · 1l

T (IT I)−1IT r− 1

1lT (IT I)−11l

]
(4)
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where I = (i1, i1, · · ·, iN ), ik = vec(Ik). The variable r = vec(R) and 1l is the
vector whose all entries are 1. However, the answer can not be found when the
inverse matrix of IT I does not exist. To solve (3) in any cases and more efficiently,
gram matrix has been involved, let Gjk be the (j, k) entry of gram matrix:

Gjk =
(〈ij − r, ik − r〉)

j,k∈[1,N ]
(5)

Then we compute the equation:

W = (G+ δE)−1 · 1l (6)

δ is a small number and E is the identity matrix. G+ δE is to make the matrix
a positive-definite matrix and invertible. After that, the answer Ŵ is solved by
normalizing W.

Ŵ =
W

∑N
k=1 W

k
(7)

The result is shown in Fig. 3(b). The halo does not exist and the visual quality
is improved. Fig. 3(b) contains more information than any of the images in Fig.
1 but the information is less than that in Fig. 3(a).

(a) (b)

(c) (d)

Fig. 4. (a) shows the un-smoothed weight map. (b) shows the weight map that has
been smoothed. (c) is the result fused by un-smoothed weight map. (d) is the result
fused by smoothed weight map.
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To achieve more information, one weight per image is not satisfying. We do
the fusion on M × M sized windows, which is much larger than m × m sized
blocks. By this way, we can keep more local information. Then we use the mean
filter to smooth the edges of weight map between windows. The 2-dimensional
mean filter can be decomposed into two 1-dimensional mean filter and is able to
run parallel. Besides, only pixels around the window edges need to be smoothed,
the filter process can be quite efficient. According to the analysis of [12], fusion
in groups of two results in lower computation complexity. In our fusion, we also
take advantage of this concept to compute faster and get better result than
fusing all images together at a time. For example, we first fuse the images in
Fig. 1(a) and Fig. 1(b) to get the ”image12”. Secondly, we fuse ”image12” and
Fig. 1(c) to achieve the result. Fig. 4 shows the second step.

3 Experiments

Our experiments are done on the JPG-encoded photographs. We use 16 × 16
sized blocks and 256× 256 sized windows for all the examples. In our exposure
fusion, we do not need any information about the camera, except in Fig. 6. In
Fig. 6, we need the exposure time of every image to create the HDR format
image to test the tone mapping algorithm.

In Fig. 5, we compare our result to Tom Mertens et al.’s approach [7], our
result is a little bit brighter than theirs but we both contains all the details and
information in the exposure sequence. The halo does not exist in the experiment.

(a) Mertens et al. [7] (b) Our algorithm

Fig. 5. Comparison with other exposure fusion. [7] is shown in (a). Our algorithm is
shown in (b).

Fig. 6 is the multi-exposure sequence. We generate a HDR format image with
[1] from this sequence. Then we use the HDR format image to run Durand et
al. [3], Reinhard et al. [9] and Drago et al. [2] tone mapping methods. Three
tone mapping results and our exposure fusion result are shown in Fig. 7. Our
algorithm result looks better than these tone mapping results but in the area of
neon, the word is not that clear.
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(a) 1/30s (b) 1/4s (c) 2/1s (d) 15/1s

Fig. 6. Images with different exposure time for HDR recovering

(a) Durand et al. [3] (b) Reinhard et al. [9]

(c) Drago et al. [2] (d) Our algorithm

Fig. 7. Comparison with tone mapping operators. [3] is shown in (a). [9] is shown in
(b). [2] is shown in (c). Our algorithm is shown in (d).

In Fig. 8, we also compare the histogram of the images in the sequence to
our result. Histogram of Fig. 6 are shown from Fig. 8(a) to Fig. 8(d) and the
histogram of our result is shown in Fig. 8(e). We can see that our algorithm can
center the pixel values and under- or over-exposure pixels decrease a lot.

From these comparisons, the proposed algorithm successfully extracts well-
exposure parts from each image and performs well in visual quality.
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(a) 1/30s (b) 1/4s

(c) 2/1s (d) 15/1s

(e) Our result

Fig. 8. Comparison in histograms. (a)-(d) are the histograms of images in Fig. 6. (e)
is the histogram of our result.

4 Conclusion

In this paper, we exploit the locality properties in the multi-exposure sequence to
extract information from different exposure images. Also, we borrow the concept
from LLE to model our fusion and achieve good results. In our exposure fusion,
no camera information has to be known and no HDR format images will be
generated.
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As our algorithm can run parallel in block-level, it is more suitable to take
advantage of this parallelism and implement our algorithm on GPU. Finally,
as HDR video cameras are developing quickly, e.g. RED-EPIC camera, we are
trying to apply this technique on multi-exposure video sequences for the next
step.
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