LA

TR, BEREHAR T BN, IREMEWKIEARZATS LRI T IR
PERE . SULFIS, PR LR N TR RE I E B B oy, IR HTE NI A P A v v
Tz AR R S, E G A S5, MR IR 40 SR UERR R D mT DA SE L ST A K.
HRATRE R, REMEMBIENRTE LRSS, S KIAZMTEN . NEkEr.

HARKE, HFFE R, SN BUG BT IR NGRS B H Sl 3k T DA 28 I 265 (1) 73 25 45
S ISR o TX Rl 420 10X 28 HA B 1) 5 R T B R R e e o X P B AR AH A 58 R BAAS
BF T8 A TN ARUR ZERL A Ao 28 X 28 1) 553 A58, AT 52 K . 14D 7 080 7 ¥ s o e o 40 D 4% 11 )11
77 AR B . PRI, SIS B TR TR A ) AU — A LA BRIk, A
TR UG o F AR 8 IS et 77v s IS LI 77 VR (0 AT e | Bt R BURE AR 1
TR = AN E T AZ ) AT THRIC . FRI, ASCE RORATRBIM “Hhgemgs”, Kk
TFEUE D AT K P N 25

SFPUIC AT AR I s FEISR AT A 48 T AR 27 X — 1, ARSCARA
B, AT LT TR SR W 2 ] DA Bt R R . Bk, BRATIEW 7%
YR RN 26 RUL, FREE X2 1) 73 i S B RN o X BIEE o Bt # i n
ML 2/, 165 BN MHT MAFTE— SR A S, EATER RN NEBh f5, e R4
RABE . FEUEEFE R, ASCRIL: R —ANES AP N 25 H8 AT DATEORFE 7 R4 A
TEOL R HIEE . B TESL, AR — N2 R I 2888 i DU A B AT i M 4 . X
—EEBARFRATT AT LU B S R o A 22 X 4%, ) FE AR 23 41 v Fr st s R B T DA
WG M £ /b

XL BRI : S (AR (RN H AR (R £ R A 2 B0t 2l ok 4
SEA TR, EFx HAREE P B g Ry A Bt . ARSCRI, BRI A & BT VAR
23 B P P BRI PR 22 o ELAARSR U, B T 1A AR URE A et 28 X 28 48R 2 2 FE 49 B P
WARES, AR UA BE I ELShR A 25 H . SRR 5 Bk 2 AR I 2 AN
B AT DA R 5 B B A7 AE o ASCEM X — [, #it T LabelFool iX—XikiJy
%, LabelFool MEHN 5 B SARZEA T MBS ZAE N HARARES, H7= AR 0T B A gt iR 70 28
NATE R B AR AR LI R, 5IUE %A, LabelFool AT DL 24 &
TP TEAR 2 P R, [RIRT 7RIS VE a7 I, LabelFool fRFE T A J7iEAH 141
KFo

STPUREARBER M : S B AR (5 BT 2k R U2 R A, A, BT B AR
R e o Bt . AT A&l BEBGHTESPRIN R B W, HE R
A B TCE RO PR AREA R B 2 [0 B — @& iR ae 77, BD, EdEAa 2
BRI BT R HUREAAS I eesh B B A B ARSEALS , (K IA Refd H AR A s . AT
DAL, WTHUREAIT R M B G e RN DG . A T AR BOT B M BRI D HURE AR, AR d
T X G EARI S I B B . ROA— 2R R R I, 2 W9 4% 32 BRI F R P (G AT
15 BT BFr B A o BT ANRER, DUERAME B8 1 13ah A T gefE i B A2 vt H
PR AL P2 AR B R R RE I o FE B THERATAR BN, A SO TR A s TS 28 R AR e 3 LAORIE 31 50
TR 2R . SLIRSE TR, ASCRTHE 712 AT LUK B2 $2 b IR AR IR A 1 e

gk LATIR, A SCHSe IR o Feph 8 X 48 RS ) A, MR SCE AT AR . A&
Tt I B i 1 R0 B S B0 R S U AR IS RS 1 = AN B THEAT TIRA I 7.



ABSTRACT

With the development of technology, deep neural networks achieve excellent performance on
many tasks. Meanwhile, as an important part of artificial intelligence, deep neural networks have
been widely applied in our real life. Among all, classifiers based on deep neural networks have
achieved human-competitive performance on image classification tasks. However, deep neural
networks are reported to be brittle in many cases.

In detail, it is found that adding imperceptible perturbations to the input image will lead to mis-
classifications of deep neural networks. Such technique is called as adversarial attacks. Adversarial
attacks help on understanding the vulnerability of neural networks. Moreover, people can design
defense methods against attacks and improve the robustness of networks. Therefore, it is important
to study adversarial attacks in the community of deep learning. In this work, we do some exploration
on attacks of deep neural networks in image classification tasks. Specially, deep neural networks
mentioned in the following paper refer to those in image classification tasks.

Interpretability of adversarial attacks: “Why deep neural networks can be attacked?” is an
important question discussed in the community. We give an answer from a mathematical viewpoint
which explains why almost all deep neural networks can be attacked. In detail, we prove that for
almost all deep neural networks, their classification boundaries have the topological property.
Therefore, it is easy to change classification results of samples near classification boundaries no
matter how small the perturbations are. In the proof, we have an interesting finding that every deep
neural network can be smoothed with inputs’ classification results unchanged. This means every
deep neural network is equivalent to a smooth classifier in terms of classification. Based on the
finding, differential topology can be used to analyze deep neural networks. Moreover, we use the
transversality theorem in differential topology to illustrate how many deep neural networks can be
attacked.

Imperceptibility of adversarial attacks: Attacks are called as white-box attacks if attackers
know all information of the target model, including the structure and parameters. We find that, the
wrong label of the adversarial example generated by exciting methods often has a big difference
with the true label. This leads to attacks not well concealed and easy to be detected by human. In
this paper, we propose an attack method, LabelFool, to solve this problem. LabelFool chooses the
label similar to the ground-truth as the target label, and generates an adversarial example which is
mislabeled as the target label. Subjective experiments show that LabelFool is less detectable in the
label space than other attack methods. Moreover, LabelFool achieves comparable performance with
state-of-the-art methods in other metrics.

Transferability of adversarial examples: Black-box attacks refer to attacks where the target
model’s information is unknown, except the model’s output. Compared with white-box attacks,
black-box attacks are more challenging. Researchers find that adversarial examples can transfer
between models so that they use this property to design black-box attacks. Specifically, an
adversarial example’s transferability means, the adversarial example is designed according to a
known model (the source model), meanwhile it can attack the target model successfully without any
change. The transferability of adversarial examples is the key to the success of black-box attacks.
To improve the transferability, we propose to add low-frequency perturbations to inputs. Because
some clues have shown that deep neural networks mainly use the low-frequency information in the
image to fit the objective function. Based on these clues, we guess the target model will be greatly



affected by low-frequency perturbations. We use parameterized Gaussian Mixture Models to
generate low-frequency perturbations so that the diversity of perturbations can be guaranteed.
Extensive experiments demonstrate that our method significantly improves the transferability of
adversarial examples.

To conclude, we make an in-depth study on adversarial attacks from three aspects: the
interpretability of attacks, the imperceptibility of white-box attacks and the transferability of

adversarial examples in black-box attacks.



