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ABSTRACT

Visual features of images and video frames have become per-

vasive and maturely developed in extensive research fields

such as computer vision and visual search. For realtime re-

trieval applications, the compact visual features should be

transmitted and stored at server side in cloud. These local

feature descriptors are characterized by the invariance prop-

erties for the variances caused by camera motion, illumina-

tion changing, occlusion and different viewpoints. Inspired

by these properties, the typical scale-invariant feature trans-

form (SIFT) descriptor is leveraged to improve the video cod-

ing efficiency in this work. In particular the predicted mo-

tion using SIFT matching is used for merge mode and motion

vector prediction (MVP) in the high efficiency video coding

(HEVC) standard. A hierarchical motion derivation frame-

work aiming at achieving robust and effective MVP is further

proposed. Experimental results have shown that the proposed

method can efficiently improve the coding performance ac-

cording to the accurate feature-matching.

Index Terms— SIFT, merge mode, motion vector predic-

tion, high efficiency video coding.

1. INTRODUCTION

With the marvellously increasing number of visual contents in

the cloud environment as well as the rapidly developing per-

formance of smart mobile terminals, the applications of mo-

bile search that utilize the image/video visual features, such

as image/video retrieval [1], copy detection [2], objective de-

tection [3] and super-resolution [4], are dramatically grow-

ing up. A typical visual descriptor used for visual retrieval

is always composed of two main elements, namely a global

descriptor and a group of local descriptors. The global de-

scriptor is an overview of a given image which sketches the

most significant characteristics in the image. However global

descriptor loses all the details as well as location information

and fails in object matching and localization, motivating the

usage of local descriptor to address this issue. Besides lo-

cal features have the advantage of the invariance property for

the variances caused by camera motion, illumination chang-

ing, occlusion and different viewpoints. Many effective and

robust local descriptors have been studied for decades, such

as Scale-Invariant Feature Transform (SIFT) [5] and Speeded

Up Robust Features (SURF) [6].

The feature based image compression is proposed in [7],

where the SIFT descriptors and the down-sampled image are

compressed and the decoder reconstructs the image using

similar images in cloud. More recently, the feature is uti-

lized in high efficient image set coding [8]. Consequently

the coding performance is highly dependent on other images

rather than the compressed image. In reality, the inter-frame

correlation are much stronger than the inter-picture correla-

tion. In [9, 10], the feature based motion compensation is in-

troduced to perform fast motion estimation in video coding.

However in current video coding design, the traditional block

based matching is still employed due to its good tradeoff be-

tween efficiency and accuracy [11, 12]. In the state-of-the-

art high efficiency video coding (HEVC), the coding block

can be directly partitioned into multiple small sub-blocks in

a quadtree structure. This quadtree splitting process can be

iteratively performed until the size of a sub-block reaches the

minimum allowed size, which is always 8× 8 in the common

test condition.

In this paper, we leverage the compact features stored in

cloud to provide a more accurate motion predictor for video

coding. The famous SIFT feature is employed in this work

because it is robust and efficient for geometrical transform,

illuminance change and general motion. The typical feature

extraction process consists of two stages, i.e. the interest point

detection and the descriptor calculation. The extracted feature

has threefold benefits for interpicture prediction in current hy-

brid video coding context:

• Providing more accurate candidates for merge mode. It

is effective especially when all neighboring blocks of

current block are coded using intrapicture mode or lo-

cated outside the current slice or tile boundary, because

the traditional merge candidate is not available in these

cases.

• Providing more accurate MVP for non-merge mode. If

the motion around current position is not consistent in

both spatial and temporal domain, the additional MVP

derived from feature matching could be a good substi-

tution and thus helps in improving the coding perfor-

mance. Especially for the videos with large motion that



Fig. 1. The feature based matching after RANSAC [13]

among video frames.

beyond the search range, the feature matching is an ef-

fective way in finding the accurate MVP. As illustrated

in Fig. 1, the matching is accurate in spite of the geo-

metrical transform and luminance changes.

• Initializing the search origin of motion estimation.

Most of the fast motion estimation methods are based

on the gradient-descent algorithm, which requires a

good origin for faster converging.

To obtain roust and effective motion prediction, we pro-

pose a hierarchical motion derivation framework where the

MV can be derived from temporally or spatially neighboring

blocks. Experimental results on test sequences have shown

that the proposed scheme can successfully predict the motion

information among video frames and improve the coding per-

formance by -1.13% on average.

The remainder of this paper is organized as follows. The

related motion compensation work in current HEVC is intro-

duced in Sec. 2 The details of the proposed method will be

discussed in Sec. 3. In Sec. 4 the experimental results are

given and analyzed. Finally we conclude this work in Sec. 5.

2. RELATED WORK

Motion estimation is critical to video compression due to the

strong correlations among video frames. In the state-of-the-

art high efficiency video coding (HEVC) standard [14], the

video frame is partitioned into quadtree-based coding blocks.

For inter-frame prediction, each block can be predicted using

a best match block within a limited search range in previous

coded frames. It is also called motion estimation (ME) in

video coding framework, which is one of the most compu-

tationally expensive operations in the encoder. The derived

motion information generally consists of the horizontal and

vertical displacement vector, namely the motion vector (MV),

and one or two reference picture indices.
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Fig. 2. Positions of spatial and temporal candidates of merge

mode and advanced mvp (AMVP) where {a1, b1, b0, a0, b2}
are spatial candidates and {c0, c1} are temporal candidates

[16].

HEVC includes a merge mode to derive the motion infor-

mation from spatially or temporally neighboring blocks [15].

Incorporated with this mode, a merged region containing mul-

tiple coding blocks sharing the same motion information is

formed. Namely the motion parameters of a merged block

can be derived from neighboring block by only transmitting

an index indicating which block is referred to.

The set of possible candidates in the merge mode con-

sists of spatial neighboring candidates, a temporal candidate

and predefined candidates as shown in Fig. 2. First the spa-

tial candidate positions are checked according to the order

{a1, b1, b0, a0, b2}. If the corresponding block located at the

specific position is intra-predicted or outside the slice/tile

boundary, it is considered as unavailable. The redundant

entries where candidates have exactly the same MV are ex-

cluded from the candidate list. Then the temporal candidate

is chosen from the set {c0, c1}. The size of candidate list

S is specified in the slice header. If the number of candi-

dates is large than S, only the first S candidates are retained.

Otherwise the remaining candidates are generated using the

predefined MVs such as zero motion vector for P slices. In

HEVC skip mode is a special case of merge mode when all

coefficients in current block are equal to zero, where only a

skip flag and corresponding merge index should be signaled

to decoder.

If a block is not coded using skip or merge mode, the mo-

tion vector is compressed differentially using a motion vec-

tor predictor (MVP), i.e. the advanced motion vector predic-

tion (AMVP) technique. The candidates of AMVP are also

derived from neighboring blocks as in merge mode. How-

ever, only a much lower number of candidates is allowed in
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Fig. 3. Flowchart of the feature-based motion prediction and

extended applications along with this framework.

AMVP. For spatial candidates, the first one is chosen from

the set of left positions {a0, a1} and the other from above po-

sitions {b0, b1, b2}. When the number of candidates is not

equal to two after excluding the same MVP, the temporal

candidate is included from {c0, c1}. Given the MVP, a mo-

tion vector difference or MVD for short can be calculated as

the difference between the MVP and the actual searched MV.

Generally coding the MVD instead of MV can decrease the

compressive cost because the motions of neighboring blocks

are highly correlated. Moreover, the derived MVP act as the

initialization of the motion search origin for speeding up the

convergency process in ME.

3. FEATURE-BASED MOTION PREDICTION

The framework of the proposed method is demonstrated in

Fig. 3, including feature extraction, selection, matching and

homograph evaluation stages. The extracted features after

feature selection approach could be compressed and transmit-

ted to cloud server for other feature-guided applications such

as retrieval, detection, recognition, tracking and analysis. The

details of the feature-based motion prediction will be given

this section.

3.1. Feature Extraction

Typical feature extraction is composed of two steps, namely

interest point detection and descriptor calculation. An interest

point is a clear, well-defined, mathematically well-founded

position in an image space and can be detected robustly with

illuminance variations as well as geometrical changes includ-

ing translation, rotation, scaling etc. In this work, the inter-

est points are the extreme points detected over a multi-scale

Laplacian pyramid in a coarse-to-fine way. This multi-scale

structure makes the descriptors scale-invariant that can be de-

tected at different sizes. Then the patch around the interest

point should be rotated to its main orientation, which is es-

timated based on the local gradients. This process guaran-

tees that the descriptor is invariant to rotation. After that

the descriptor calculation is performed to generate the 128-

dimensional SIFT descriptor vector according to the his-

togram of gradient orientation within a Gaussian weighted

window [5].

3.2. Feature Selection

The feature selection approach [17] aims at picking out the

descriptors that are most probable as the key point in visual

search. The feature selection process has twofold benefits:

1) maximizing the retrieval performance under a constrained

bandwidth, and 2) eliminating the useless calculations such as

in feature matching and homograph evaluation. In this pro-

cess, a positive value is assigned to each feature as a “key-

point relevance function” of its characteristics including scale

space, orientation and coordinates etc, each characteristic is

referred to as a factor of the function. Let rsi denote the func-

tion value (or keypoint relevance) of feature si, then the fea-

tures are reordered such that rs1 ≤ rs2 ≤ . . . ≤ rsN . The

first M features with maximum function value are retained

for further processing.

Suppose that different factors are mutually independent

events, the relevance function can be written as the multipli-

cation of each conditional probabilities,

r =
∏

i

P̂ (c = 1|fi ∈ Fi) (1)

where i indicates the factor e.g. scale, orientation, coordinates

and respond value. fi is the value of each factor within the

range Fi. c is a binary value indicating whether the feature is

matched (=1) or mismatched (=0).

The conditional probability can be estimated in the train-

ing process as follows,

P̂ (c = 1|fi ∈ Fi) =
P̂ (fi ∈ Fi ∩ c = 1)

p̂(fi ∈ Fi)

=

∑N
n=1 κ(fi ∈ Fi)cn

∑N
n=1 κ(fi ∈ Fi)

(2)

where the κ and the cn are indicator of membership in Fi

and whether matched, both either 0 or 1. N is the size of the

training set.

3.3. Feature Matching and Homograph Evaluation

The feature matching approach aims at searching the best

match in previous frames for each descriptor. Consequently

the extracted features in each frame should be catched in

memory buffer, and the buffer size is determined by the ref-

erence picture set in video coding. The matching evaluation

is judged from current frame to previous frame by ratio test

as recommended in [5], where the ratio of closest distance to



Fig. 4. Illustration of hierarchical motion prediction. The

motion vector predictor of current block can be derived from

temporally neighboring block or inherited from its parent

block.

the next closest distance is used as a criterion for distinctive-

ness to determine the keypoint matches (correspondences) be-

tween two images. The distance between two SIFT descrip-

tors is measured by L1 norm. Then some wrong matched

pairs are excluded according to the homograph evaluation by

the well-known random sample consensus (RANSAC) tech-

nique [13], however only two parameters i.e. horizontal and

vertical displacements are introduced in the transform matric.

3.4. Hierarchical Motion Prediction

The matched feature pairs act as the predictor in interframe

reference mode because they can provide all the motion in-

formation including motion vector and reference frame index.

For maximum utilizing the information, we propose a hierar-

chical motion prediction scheme to adapt the HEVC coding

structure where the motion vector can be derived (or inher-

ited) from temporally and spatially neighboring regions as il-

lustrated in Fig. 4. If current coding block detect no inlier

match in reference frame, a scaled motion vector can be de-

rived from other reference frames, where the scale factor is

determined by the distances to current frame. Alternatively

the motion vector could also be inherited from upper level

coding block. For instance, if current block is with size 8× 8,

the corresponding motion vector can be predicted by that in

its parent block i.e. the 16 × 16 block as shown in Fig. 4. In

this work the temporal extension is preferred because tempo-

ral content is correlated in most cases.

The MVP candidate list is then constructed as illustrated

in Fig. 5. The candidates derived from spatially and tempo-

rally neighboring blocks are first added to the list after remov-

ing the duplicated MVPs as described in Sec. 2. Then if the

number of candidates in the list is lower than the specified

maximum size S, the predicted MVPs using feature match-

ing among video frames performs as additional candidates.

Lastly the predefined MVs are added in case the candidate
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#Candidate < S

Add Feature-based
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Fig. 5. Flowchart of the MV candidate list construction.

list is still not full. If the feature based MVP is employed, the

signaling of reference frame and MVP indexes is not required

because they can be derived at decoder side in the same way.

Besides, the MVP accuracy can be improved compared to the

traditional derivation from neighboring blocks. Such that the

probability of merge mode is increased and the bits for coding

the MV difference (MVD) can be also reduced.

4. SIMULATION RESULTS

To evaluate the proposed scheme, we apply it to the state-of-

the-art HEVC reference software HM-14.0 using the HEVC

Main Profile low-delay configuration. Specifically, the Group

of Picture (GoP) size is 4 with only P slices. The test se-

quences are used in common video coding with different res-

olutions including 1080P (1920×1080), WVGA (832×480)

and WQVGA (416× 240).

We first apply only the feature based MVP scheme to the

non-merge coding blocks, then compared with that both the

feature based MVP and merge mode are performed. BD-rate

is employed as the evaluation metric where the negative val-

ues indicate the coding gain. The corresponding experimental

results are reported in Tab. 1 where it can be concluded that

the coding performance is improved for both luminance and

chrominance components by leveraging the proposed scheme.

The performance of merge mode is further increased compar-

ing with the MVP only mode, indicating the proposed method

is efficient for both MVP and merge mode.



Table 1. Coding performance improvements using proposed scheme. We compare the MVP only and MVP+merge schemes

with the HM-14.0 anchor. BD-rate is employed as the evaluation metric where the negative values indicate the coding gain.

MVP only MVP+merge

Sequences Y U V Y U V

BasketballDrive@1080P -0.56% -0.27% -0.73% -0.61% 0.20% -0.89%

BasketballDrill@WVGA -0.91% -0.57% -1.29% -1.29% -0.78% -1.53%

RaceHorses@WVGA -0.82% -1.32% -1.16% -1.04% -1.16% -1.71%

BasketballPass@WQVGA -0.57% -1.62% -0.70% -1.12% -1.56% -1.39%

BQSquare@WQVGA -1.55% 0.11% -1.16% -1.45% 0.34% -0.83%

BlowingBubbles@WQVGA -0.75% -0.87% -0.40% -1.26% -0.80% -1.14%

RaceHorses@WQVGA -1.04% -1.55% -0.99% -1.15% -1.42% -0.98%

Average -0.88% -0.87% -0.92% -1.13% -0.74% -1.21%

5. CONCLUSIONS

In this work, we propose a novel feature based motion pre-

diction framework for high efficiency video coding. Specifi-

cally, the extracted SIFT features are utilized to provide mo-

tion vector prediction (MVP) for current coding block. This

MVP performs as an additional candidate for merge coding

blocks or a substitution MVP for non-merge blocks. Further-

more we propose a hierarchical motion derivation framework

for achieving robust and effective MVP. Experimental results

have shown that the proposed method can improve the cod-

ing efficiency because the feature based motion prediction is

more precise than that derived from neighbor blocks, espe-

cially for sequences with large motions.
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