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Abstract—Inspired by Witsenhausen and Wyner’s 1980 (now
expired) patent on “interframe coder for video signals,” this
paper presents a Witsenhausen–Wyner video codec, where the
motion-compensated previously decoded video frame is used at
the decoder as side information for joint decoding. Specifically, we
replace predictive Inter coding in H.264/AVC by the syndrome-
based coding scheme of Witsenhausen and Wyner, while keeping
the Intra and Skip modes of H.264/AVC unchanged. We employ
forward motion estimation at the encoder and send the motion
vectors to help generate side information at the decoder, since
our focus is not on low-complexity encoding. We also examine
the tradeoff between the motion vector resolution and coding
efficiency. Within the Witsenhausen–Wyner coding mode, we
optimize the decision between syndrome coding and entropy cod-
ing among different discrete cosine transform (DCT) bands and
among different bit-planes within each DCT coefficient. Extensive
simulations of video transmission over wireless networks show
that Witsenhausen–Wyner video coding is more robust against
channel errors than H.264/AVC. The price paid for enhanced
error-resilience with Witsenhausen–Wyner coding is a small loss
in compression efficiency.

Index Terms—Distributed video coding, error resilience, syn-
drome coding.

I. Introduction

AFTER TWO decades of research on video compression,
we now have a series of international standards such as

MPEG-2 [1] and H.264/AVC [2] that are widely used in appli-
cations [3] such as satellite TV, DVDs, and video telephony.
As portable devices such as camera phones and digital video
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cameras are penetrating deeper in people’s lives, wireless
video applications are becoming more and more popular. The
challenge in these applications is to deliver satisfactory video
quality when the compressed video is transported over wireless
channels, which are unstable and noisy. To meet this challenge,
the key issue is error-resilient video coding.

In standard video coding, consecutive frames are encoded
jointly to achieve maximum coding efficiency. Denote X

and Y as the current frame to be encoded and the motion-
compensated previously decoded frame, respectively. With
joint encoding, instead of compressing X directly, the motion-
compensated residual, that is D = X − Y , is encoded to
save bit rate. When the transmission channel is noiseless, D

is perfectly reconstructed at the decoder and added to the
prediction Y , so X is recovered perfectly at the decoder. The
latest H.264/AVC standard allows advanced options such as
variable block-size motion compensation, quarter-pel motion
compensation, and directional spatial prediction to reduce the
energy in D. Furthermore, context-adaptive variable-length
coding or context-adaptive arithmetic coding (CABAC) can
be employed for efficient compression of D.

Whereas joint encoding is most beneficial in terms of coding
efficiency, it however renders the compressed bit-stream highly
vulnerable to channel errors. This is because when either D or
Y is reconstructed erroneously at the decoder, X = Y + D will
be in error. In addition, decoding errors in the current frame X

will propagate (till the end of the group of pictures), leading to
error-drifting. Among the three coding modes, namely, Inter
coding, Intra coding, and Skip, in H.264/AVC, Inter coding
is chiefly responsible for error-drifting due to exploitation of
temporal redundancy. On the other hand, Intra coding is the
most error-robust due to its independent nature; consequently
its coding efficiency is the lowest. Finally, the Skip mode is
less sensitive to channel errors than the Inter mode because its
reconstructed X depends only on Y . Hence, if the Inter mode
is disabled, i.e., only the Intra and Skip modes are allowed
in H.264/AVC, error resilience of H.264/AVC coding will be
significantly enhanced—at the expense of coding efficiency.

A natural question to ask is whether we can have a coding
scheme that offers the middle ground—with coding efficiency
approaching that of Inter coding while being error resilient
(as Intra coding). Distributed source coding (DSC), based
on the paradigm of separate encoding and joint decoding,
offers an alternative solution to error-robust video compression
for networked multimedia. Slepian and Wolf [4] laid the
theoretical foundation of DSC by showing that the rate of near-
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lossless source coding with decoder side information only is
the same as that of joint encoding (with side information at
both the encoder and decoder). For lossy source coding with
decoder side information, Wyner and Ziv [5] established the
theoretical rate-distortion function.

For Slepian–Wolf code design, the idea of using linear
codes was first illustrated in Wyner’s 1974 paper [6] and
implemented recently using turbo or low-density parity-check
(LDPC) codes. For Wyner–Ziv coding, most practical de-
signs are based on the framework of quantization followed
by Slepian–Wolf compression. In the quadratic Gaussian
case, state-of-the-art trellis-coded quantization in conjunction
with turbo/LDPC code based Slepian–Wolf coding have been
shown to be able to approach the Wyner–Ziv rate-distortion
limit.

Because of channel decoding (e.g., nearest neighbor de-
coding) techniques employed in the Slepian–Wolf decoder,
a Slepian–Wolf coded bitstream is inherently error-robust.
Wyner–Ziv video coding thus has the advantage of increased
error-robustness over standard H.264/AVC when transporting
video over noisy channels. This is one of the reasons behind
many recent research interests in distributed video coding (see
[7]–[29]).

The idea of video coding based on DSC principles was
first proposed by Witsenhausen and Wyner in their 1980 U.S.
patent on an “inter-frame coder for video signals” [30]. Despite
the flurry of recent research activities on distributed video
coding (DVC), the number of references to Witsenhausen and
Wyner’s patent on Google scholar is only 18 (at the time of this
writing) and the patent itself expired without actually being
implemented.

In this paper, we first take a closer look at the patent
and see how it is related to recent papers (e.g., [8], [29],
[31]). We then propose a Witsenhausen–Wyner video coding
(WWVC) scheme that replaces Inter coding in H.264/AVC
by WWVC, while keeping the Intra and Skip modes of
H.264/AVC unchanged. WWVC encodes each block itself
instead of its motion-compensated residual, and the motion-
compensated prediction (or side information) is only involved
in making the encoding decisions among Intra, WWVC and
Skip modes. We employ forward motion estimation at the
encoder and send the motion vectors to help generate side
information at the decoder for joint decoding. We also examine
the tradeoff between the motion vector resolution and coding
efficiency.

Within the WWVC mode, syndrome coding [6], [30] is
employed to compress the quantized DCT coefficients of the
current frame. The syndrome former [30] divides all quantized
DCT coefficients into cosets of an error correction code (ECC)
and outputs the index, namely the syndrome, of the coset
that each quantized DCT coefficient belongs to. The syndrome
decoder chooses the most probable quantized DCT coefficient
from the coset indicated by the received syndrome with the
help of decoder side information. In our proposed WWVC
scheme, syndrome coding consists of two steps. First, nested
scalar quantization (NSQ) employs a 1-D nested lattice [32]
to determine the cosets and produces the nested quantization
indices of the DCT coefficients. Then, bit-planes of the NSQ

indices are compressed by LDPC code based syndrome cod-
ing. Due to the variation of source correlation within the DCT
domain and across bit-planes, the decision between syndrome
coding and entropy coding is further optimized.

We compare WWVC and H.264/AVC bitstream transmis-
sion using a wireless channel simulator of RTP/IP [33] over
3GPP [34] networks from Qualcomm, Inc., San Diego, CA.
Extensive simulations show that WWVC is more robust
against channel errors than H.264/AVC. This error resilience
with WWVC is achieved at a small loss of coding efficiency
when compared to H.264/AVC under noiseless channel condi-
tions. Moreover, compared to H.264/AVC-IntraSkip (i.e., Intra
and Skip modes only in H.264/AVC), WWVC performs better
in both noiseless and noisy channels.

The rest of this paper is organized as follows. Section I
ends with a survey of related works. In Section II, we review
Witsenhausen and Wyner’s patent and see how it is related
to recent works. Section III describes our proposed WWVC
scheme and Section IV explains the mode decision process
between syndrome coding and entropy coding for each DCT
band and for different bit-planes of each DCT coefficient.
Simulation results of WWVC for both noiseless and noisy
channels, as well as comparisons with those of H.264/AVC
with different settings, are given in Section V. Section VI
concludes this paper.

A. Related Works

Based on the theory in [4] and [5], many DVC techniques
have been proposed (e.g., [7]–[28]) in recent years. In Wyner–
Ziv coding (WZC), namely lossy source coding with side
information at the decoder, the side information could be any
correlated signals available at the decoder. In [7]–[28], the side
information is derived from the neighboring decoded frames.
Girod et al. proposed a DVC scheme with a low complexity
encoder, which outputs parity bits to achieve compression,
while the decoder counts on additional bits from the encoder
through a feedback channel to adjust the bit rate [7]. The delay
caused by the feedback requests prevents it from being used in
real-time applications. Since the side information is generated
with extrapolation or interpolation in [7], the size of GOP (i.e.
group of pictures) is restricted and more intra-coded frames are
required. A DSC-based video codec, which targets at flexible
allocation of complexity between the encoder and decoder or
error robustness, was presented in [8], [27], and [28]. In it,
the transform coefficients and bit-planes of NSQ indices are
encoded with a designated coding method (i.e., entropy or
syndrome coding) without considering the correlation statistics
of each frequency band or bit-plane. Moreover, when motion
estimation is performed at the encoder, the depth of NSQ used
for each individual DCT coefficient depends on the specific
residual between the original coefficient and its side infor-
mation, additional overhead indicating the depth information
for each coefficient must be inserted into the bitstream. If the
decoder utilizes cyclic redundancy check (CRC) to estimate
the motion vectors and generate the side information, the
coding performance suffers from fake side information blocks
chosen by fixed-length CRC checksums that have finite error
correction capability.
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It is well known that side information estimation and corre-
lation modeling play important roles in DVC. Methods based
on interpolation [9], 3-D-models [10], universal prediction
[11], motion search with some hash information [12], unsuper-
vised learning of disparity [13], and iterative refinement [14],
[15] have been proposed to produce side information at the
decoder. The tradeoff between the rate-distortion performance
and the complexity of motion estimation at the decoder was
addressed in [16]. Since the original frame is absent from the
motion estimation at the decoder, the quality of side informa-
tion is much worse than that achieved by motion estimation
at the encoder. The lowered correlation leads to a gap in
coding efficiency between DVC with low complexity encoding
and standard H264/AVC. Furthermore, in order to exploit the
spatial correlation, DVC is typically implemented in the DCT
[18], [20] or wavelet domain [19]. Correlation modeling in the
transform domain was studied in [21]. Besides, channel codes
such as turbo code [22], [23], LDPC codes [24], [31], and
trellis code [25], [26] have been employed for DVC so that
the bit rate can approach the conditional entropy of the video
source given the side information.

Compared to the above DVC works, our proposed WWVC
scheme has the following novelties. First, the resolution of
motion vectors and the motion search range are selected based
on the available computational power of the encoder. Second,
the depth of NSQ is determined by the correlation statistics
instead of the specific residual values. Thus, no overhead
indicating each depth is needed. Third, both channel code
based syndrome coding and entropy coding are adopted to
compress the NSQ indices regardless of the channel condition.
The choice between the two coding methods depends on
the temporal and statistical correlation and the target coding
efficiency. To sum up, in our proposed WWVC scheme, both
the coding parameters and the coding modes are determined
by the correlation among video frames.

Besides compression of a single video sequence with side
information obtained from neighboring decoded frames, WZC
has also been effectively employed in other video applications.
Xu et al. proposed to utilize WZC to generate the enhancement
layer in a layered video coding scheme, in which the side
information is the reconstruction of the H.26L coded base
layer [35], [36]. In [37], a Wyner–Ziv coded bitstream is
generated to compensate for the quality gap when switching
from one bitstream to another with different bit-rates, using the
reconstructed video prior to switching as decoder side informa-
tion. When WZC is applied to coding of multiterminal video
sources (e.g., [38], [39]), the side information is extracted from
neighboring terminals at the decoder. However, Witsenhausen
and Wyner’s patent, as discussed below, focused on DVC of
a single video sequence.

II. Witsenhausen and Wyner’s Patent

A. Inter-Frame Coder for Video Signals

In March 1980, Witsenhausen and Wyner issued a U.S.
patent on an “inter-frame coder for video signals” [30], whose
main idea is illustrated in Fig. 1, which is reproduced from
[30]. Assume the video signal source is binary, and the current

Fig. 1. “Inter-frame coder for video signals” in Witsenhausen and Wyner’s
patent.

frame X and the previous frame Y are correlated, e.g., with
i.i.d X and Y satisfying the relationship X = Y + D, with
D representing the residual between X and Y . Each frame is
divided into n-bit blocks, whose indices are omitted here. The
syndrome former at the video encoder outputs S(X) = TX,
which is the syndrome of X, where X is a block of the
current frame and T denotes the (n − k) × n parity-check
matrix of an (n, k) ECC for the binary channel with X

and the corresponding block in the previous frame Y being
its input and output, respectively. Note that the correlation
between X and Y should be taken into account when selecting
the ECC. For each encoder input block X of length n, the
output of the encoder S(X) has length n − k. Since only the
syndrome S(X) is transmitted to the decoder, the encoder
achieves a compression ratio of n

n−k
. After receiving the

transmitted syndrome S(X), the video decoder first computes
S(X) − S(Y ) = T (X − Y ), since it already has the previous
frame Y , before applying hard-decision decoding to recover
D = X−Y noiselessly by picking D as the leader of the ECC
coset indexed by S(X) − S(Y ). Finally, D = X − Y is added
to Y to form the decoded X.

For general M-ary video sources, the patent suggests the
use of M-ary ECCs or the above binary syndrome-based
scheme for the most significant bit-plane in conjunction with
conventional coding schemes for the remaining bit-planes. We
shall take the latter approach in our work.

B. Relationship Between Witsenhausen and Wyner’s Decoder
and the Slepian–Wolf Decoder

In this subsection, we take a look at how Witsenhausen and
Wyner’s patent relates to Slepian–Wolf coding (SWC) [4]. The
syndrome-based encoding step in Witsenhausen and Wyner’s
patent is the same as that in SWC [31]. The first decoding
step in the patent, forming TD = T (X − Y ), could easily be
used in SWC [31] and decode for D instead of X directly,
as done in SWC [31]. The “noisy” vector in this case would
be an all-zero vector instead of Y . The result of the decoding
algorithm should then be added to Y to form the most likely
X, similarly to the patent.

For example, assume the source X and the side information
Y are equiprobable binary triplets with X, Yε{0, 1}3 and they
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differ at most in one position. The Slepian–Wolf encoder parti-
tions the set of all possible outcomes of X into four cosets C00,
C01, C10, and C11 with C00 = {000, 111}, C01 = {001, 110},
C10 = {010, 101}, and C11 = {100, 011}, so that the two
elements in any coset have Hamming distance dH = 3. The
encoder uses two bits to send the syndrome S of coset CS that
X belongs to. The joint decoder picks the X in coset CS with
dH (X, Y ) ≤ 1. For instance, if X = [001] and Y = [101], then
X belongs to C01 and S(X) = [01] is sent. At the receiver,
the decoder chooses the symbol [001] that is closest to the
side information Y = [101] from C01. Hence, with SWC it is
possible to send H(X|Y ) = 2 bits instead of H(X) = 3 bits for
X and decode it losslessly at the joint receiver, where H(X)
denotes the self entropy of X and H(X|Y ) the conditional
entropy of X given Y .

In Witsenhausen and Wyner’s patent, the encoder is the
same as that in SWC, which outputs syndrome S(X) = [01].
At the decoder, the side information Y = [101] is first fed
into a syndrome former to obtain the syndrome S(Y ) = [10],
since Y appears in the coset C10. Then, the decoder calculates
S(D) = S(X) − S(Y ) = [11]. The coset leader [100] is
selected from C11 as D. Finally, D is added to Y and get
X = Y + D = [101] + [100] = [001], which is identical to the
result of Slepian–Wolf decoding.

Nevertheless, the coding scheme in Witsenhausen and
Wyner’s patent differs from SWC [31] in terms of the decoding
algorithm. Hard-input decoding is used in the patent, whereas
soft-input iterative message-passing decoding is used in [31].
This could be because at the time the patent was written
syndromes were mainly used for decoding of block codes
(hard-input) while soft-input decoding was only considered
possible for convolutional codes through the Viterbi algorithm.
However, the hard-decision Witsenhausen–Wyner decoder is
optimum under the binary symmetric channel (BSC) model,
meaning that in the setup of [31] it will give the same
performance as the message-passing algorithm. The reason is
that, in BSC model, the soft-input probabilities to the decoder
only have two levels (more likely and less likely) and the
decoding with the minimum Hamming weight is thus the
maximum-likelihood approach. Of course, this will not be the
case when the correlation model is not the BSC in which the
soft-input to the decoder has more levels, e.g., different bits
have different cross-over probabilities or there is an additive
white Gaussian noise channel model. Since Witsenhausen and
Wyner first conceived the idea of video compression based
on distributed source coding principles and in some cases
the decoder in their patent is optimal and acquires the same
result as state-of-the-art Slepian–Wolf decoders, we advocate
the use of Witsenhausen–Wyner coding when the previous
video frame is adopted to generate the side information at the
Slepian–Wolf/Wyner–Ziv decoder [7], [8]. We think of this
as a tangible way of giving due credits to Witsenhausen and
Wyner.

III. Proposed Witsenhausen--Wyner Video Coder

We propose a Witsenhausen–Wyner video codec for robust
video transmission over noisy channels. Our proposed encoder

Fig. 2. Proposed Witsenhausen–Wyner video encoder. “0” in the figure
signifies the Intra mode.

Fig. 3. Proposed encoding process of WWVC mode.

and decoder are illustrated in Figs. 2 and 4, respectively. It can
be seen that the main difference from H.264/AVC coding is the
replacement of Inter coding by WWVC, which achieves Inter-
like coding efficiency while being insensitive to channel errors.
Our proposed encoder does not directly compress the residual
between the original video input and the side information. It
only enlists the help of the side information in deciding among
WWVC, Intra, and Skip modes for each original video block
and in classifying the WWVC blocks. The mode decisions
and the class indices, both included in “Control Data,” are
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entropy coded and sent to the decoder. The side information is
generated from the previously reconstructed frame with motion
compensation at the encoder. The motion vector resolution is
adaptively selected from full-, half-, and quarter-pixel based
on the available computational resource of the transmitter. The
complexity of interpolating the previous frame and motion
search can be saved at the expense of degraded quality for
the side information. The resulting motion vectors, signified as
“Motion Data,” are entropy encoded as well before being sent
to produce side information at the decoder. The Intra and Skip
modes of H.264/AVC coding remain in our WWVC scheme,
since they are inherently robust against channel errors.

A. Proposed Witsenhausen–Wyner Video Encoder

Our Witsenhausen–Wyner video encoder exploits the corre-
lation in video signals at four levels. First, each video block
is classified into Intra, WWVC, and Skip modes based on
the correlation between itself and its motion compensated
prediction (or side information). Second, within the WWVC
mode, blocks with similar correlation statistics are further
classified, and the coding parameters of each class are tuned to
the correlation statistics. Third, depending on the correlation
statistics, either syndrome coding or entropy coding is chosen
for each DCT frequency band. Fourth, owing to the variation
of correlation from the most to the least significant bit-plane,
a decision on syndrome or entropy coding is also made at the
bit-plane level for NSQ indices.

As illustrated in Fig. 3, the WWVC blocks go through DCT,
NSQ, LDPC based syndrome coding and entropy coding in
turn. We discuss each step in the sequel, with optimal decision
between syndrome and entropy coding detailed in Section IV.

1) Transform: In order to remove the spatial redundancy,
distributed coding is carried out in the transform domain.
The block-based DCT is applied to both the original frame
and its side information. In each video frame, the transform
coefficients belonging to the same frequency band are grouped
together. Denote Xi and Yi (0 ≤ i < L) as the coefficients in
the ith frequency band of the original and the side information
frames. There are L frequency bands in total which are ordered
in zig-zag manner starting from the DC (zero-frequency) band.
In Fig. 3, the column corresponding to each band is filled with
a specific pattern.

2) Coding Mode Decision: The mode and block-size
decisions from H.264/AVC are used in WWVC with the
only change of relabeling Inter as WWVC. A simple version
of the rate-distortion optimization approach in H.264/AVC
is employed, which calculates the rate-distortion cost of the
predicted residual coefficients. The WWVC mode can have
the block size from 16×16 to 8×8. As for 16×16, 16×8, and
8 × 16 blocks, each of them will be divided into several non-
overlapped 8 × 8 blocks and coded one by one. Furthermore,
all the 8×8 blocks of WWVC mode are classified according to
how they correlate with their side information. The correlation
is calculated in terms of the mean squared error (MSE)
between the transform coefficients of the WWVC blocks and
their corresponding side information blocks. For each class
and each DCT band, a set of coding parameters including Ni,j

denoted as the depth of NSQ involved in syndrome coding and

the weighting factors at the joint decoder, is determined from
the correlation statistics, where i and j represent the DCT band
index and the class index, respectively. Details on determining
Ni,j will be given shortly with the understanding that the class
index j needs to be transmitted to the decoder.

3) Scalar Quantization: All DCT coefficients are scalar
quantized with uniform step size q, resulting in quantized
symbols

X
q
i = int(

Xi

q
) (1)

where int(·) denotes the function that returns the closest integer
of a real number. Note that scalar quantization of Xi can
be viewed as an operation that removes its int(log2(q)) least
significant bit-planes, which are marked in black in Fig. 3.

4) Syndrome Encoding: If the coding mode is WWVC,
syndrome coding replaces entropy coding. Due to the varying
correlation statistics, our coding method is tailored to each
DCT band, with M low frequency bands being classified
into syndrome coding mode (SC-mode) while the remaining
(L−M) DCT bands into entropy coding mode (EC-mode), as
shown in Fig. 3. Given a SC-mode coefficient X

q
i,j that is in

the ith DCT band and taken from a block of class j, an ECC
with minimum distance

dmin = 2Ni,j q (2)

is applied, resulting in NSQ index

Bi,j = X
q
i,j mod (2Ni,j ). (3)

When

|Yi,j − X
q
i,j × q| <

dmin

2
(4)

the decoder will be able to identify the correct X
q
i,j by choosing

the codeword closest to the corresponding side information
coefficient Yi,j in the coset identified by the index Bi,j .
However, when

|Yi,j − X
q
i,j × q| ≥ dmin

2
(5)

the decoder is likely to select an incorrect codeword. Thus,
besides the distortion introduced by scalar quantization, there
exists distortion caused by the ECC.

Since the uniform quantization step size q is set as in
H.264/AVC coding, the NSQ parameter Ni,j is determined
based on the correlation between the source signal and the
side information so that the distortion caused by the ECC can
be minimized. For each class and each DCT band

Ni,j = int(log2(
γ × σi,j

q
)) (6)

where σi,j denotes the root MSE between Xi,j and Yi,j . The
more correlated Xi,j and Yi,j are, the more information is
expected to be inferred from Yi,j about Xi,j at the decoder,
leading to a smaller Ni,j . The weighting factor γ in (6)
roughly describes the temporal correlation of video sequence
and can be tuned based on the motion speed of video sequence.
Furthermore, when the transmission is noisy, the degraded side
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information leads to larger σi,j values. Instead of changing all
σi,j values, we look into the variation and adjust γ accordingly.

The resulting NSQ indices Bi,j are expressed with Ni,j bit-
planes in a top-down manner. In order to increase the code
length of ECC and the coding efficiency accordingly, the NSQ
indices from different DCT bands and the blocks of different
classes are grouped together. As shown in Fig. 3, due to
the correlation of each bit-plane with its corresponding side
information, K most significant bit-planes E0E1 · · · EK−1 will
fall into the SC-mode while the remaining bit-planes belong to
EC-mode. Owing to the complexity and memory requirements
of M-ary ECCs, we adopt multilevel LDPC codes to compress
E0E1 · · · EK−1 using the syndrome-based approach of [31].

Each bit-plane in SC-mode is individually encoded with
one LDPC code. Only the syndrome bits are transmitted to
the decoder (to achieve compression). The rate of syndrome
coding for Ei (0 ≤ i ≤ K − 1) depends on the conditional
entropy H(Ei|Y, E0, E1, · · · Ei−1) [40], [41], which represents
the minimum rate needed for lossless recovery of Ei given
previously decoded bit-planes E0 · · · Ei−1 and the side infor-
mation Y at the decoder. The subscripts of Y are omitted here,
since there is no need to distinguish the DCT band and the
class. In our irregular LDPC code designs, the code degree
distribution polynomials are optimized using density evolution
[42] under Gaussian approximation. The bipartite graph for the
irregular LDPC code, which determines the sparse parity check
matrix, is then randomly constructed based on the optimized
code degree distribution polynomials.

5) Entropy Coding: Due to weakened correlation with the
side information, the (L − M) high frequency coefficients
of EC-mode and (Ni,j − K) EC-mode bit-planes extracted
from SC-mode coefficients are compressed with CABAC in
H.264/AVC coding.

B. Proposed Witsenhausen–Wyner Video Decoder

Fig. 4 illustrates the proposed Witsenhausen–Wyner video
decoder. At the receiver, Intra and Skip blocks are decoded as
in H.264/AVC. The previously reconstructed frame is used to
generate the side information frame together with the received
motion vectors. After the same size DCT as at the encoder,
the coefficients of each band Yi (0 ≤ i < L) are produced.

1) Entropy Decoding: The entropy coded bit-stream is
decompressed directly to restore the EC-mode coefficients
and bit-planes. The (Ni,j − K) least significant bit-planes
are reproduced and used to reconstruct the NSQ indices Bi,j

together with the syndrome decoded K most significant bit-
planes. The intra coded high frequency coefficients of EC-
mode are decompressed to obtain the quantized symbols X

q
i,j .

2) Syndrome Decoding: As discussed in Section II, the
hard-decision decoder in Witsenhausen and Wyner’s patent
is not in general optimal, we thus employ the soft-decision
decoder used in [31]. Since we use multilevel LDPC codes
instead of M-ary ECCs to compress SC-mode bit-planes, given
a bit-plane Ei, the received syndrome bits are jointly decoded
together with the side information Y and the previously
decoded bit-planes. The message-passing algorithm [43] is
employed for iterative LDPC decoding, in which the received
syndrome bits correspond to the check nodes on the bipartite

Fig. 4. Proposed Witsenhausen–Wyner video decoder. “0” in the figure
signifies the Intra mode.

graph. The log-likelihood ratio (LLR), which describes the a
prior probability about the candidate decoding output can be
calculated with the side information and previously decoded
bit-planes as

LLR = log
p(Ei = 0|E′

0, · · · , E′
i−1, Y )

p(Ei = 1|E′
0, · · · , E′

i−1, Y )
(7)

where p(·|·) denotes the conditional probability function and
E′

i the decoded Ei. According to the chain rule

H(E0E1 · · · EK−1|Y ) = H(E0|Y ) + H(E1|E0, Y )

+ · · · + H(Ek−1|E0, · · · , Ek−2, Y ). (8)

Thus, there is no rate loss caused by using multilevel LDPC
codes.

3) Dequantization: The optimal reconstructed coefficient
X′

i,j is estimated based on the quantization indices X
q
i,j and

the side information Yi,j as

X′
i,j =

ωs
i,j × (Xq

i,j × q) + ω
q
i,j × Yi,j

ωs
i,j + ω

q
i,j

. (9)

The weighting factor ωs
i,j is just the σ2

i,j , and ω
q
i,j calculated

from the MSE between Xi,j and (Xq
i,j × q).

Finally, the inverse DCT is applied to the reconstructed
coefficients to obtain the reconstructed video output.

IV. Optimal Decision Between Syndrome Coding

and Entropy Coding

In predictive coding such as H.264/AVC, the temporal
redundancy is mainly removed by computing the motion-
compensated residual. Entropy coding is used to further elim-
inate the statistical redundancies in the residual. However,
in WWVC, the blocks are coded independently of the side
information, so the encoder needs to select between syndrome
and entropy coding to minimize the bit rate. When the channel
is error-prone, we assume that the previous frame Ft−1 is
completely lost when the temporal correlation of frame Ft is
computed. The reconstructed frame F ′

t−1 is extracted from the
previous reconstruction F ′

t−2 and used to model the correlation
of Ft . Without loss of generality, we assume that the joint
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Fig. 5. H(Xq

i ) − H(Xq

i |Yi) for all DCT bands.

distribution of the original DCT coefficients X and the side
information Y is jointly Gaussian, where X = Y + D. The
residual D is zero-Gaussian and independent of Y . Given the
distortion Z, the ideal bit rate of WZC denoted as RWZ(Z)
only depends on σ with

RWZ(Z) = max(
1

2
log2

σ2

Z
, 0). (10)

σ is the root MSE between X and Y .

A. Decision at DCT-Band Level

Since the temporal correlation tends to decrease from low-
frequency to high-frequency bands, we need to determine how
to code each DCT band individually. Toward this end, we look
at the statistics in terms of the self-entropy of H(Xq

i ) and
the conditional entropy H(Xq

i |Yi) for each DCT band. Since
conditioning does not increase entropy, H(Xq

i |Yi) ≤ H(Xq
i )

in general. We thus use syndrome coding as the default
coding mode, but switch to entropy coding if the difference
between H(Xq

i ) and H(Xq
i |Yi) is very small. An example of

H(Xq
i ) − H(Xq

i |Yi) for all 8 × 8 DCT bands is plotted in Fig.
5. Accordingly, M low-frequency bands are classified into the
SC-mode and the remaining (L−M) bands belong to the EC-
mode. When the transmission channel is noisy, the deteriorated
side information magnified σ by a factor of η, which implies
that an additional bit rate of

�RWZ = log2(η) (11)

is needed. Therefore, a smaller M has to be adopted.

B. Decision at Bit-Plane Level

As for the M low-frequency bands, the NSQ indices are rep-
resented from the top to bottom bit-planes as E0E1 · · · EN−1.
Given a bit-plane Ei, depending on the difference be-
tween the self-entropy H(Ei) and the conditional entropy
H(Ei|Y, E0, · · · , Ei−1), which are the minimum bit rates for
entropy coding and syndrome coding, respectively, a decision
between SC-mode and EC-mode is made. Two examples of
H(Ei) − H(Ei|Y, E0, · · · , Ei−1) are shown in Fig. 6. For each
bit-plane, a larger difference implies that syndrome coding
saves more bit rate over entropy coding. Accordingly, K most
significant bit-planes are syndrome coded, and the remaining
bit-planes are entropy coded. In noisy networks, the depth of

Fig. 6. With noiseless transmission, H(Ei) − H(Ei|Y, E0, E1, · · · Ei−1) for
all bit-planes taken from NSQ indices which contain six bit-planes (upper)
and five bit-planes (lower), respectively.

NSQ Ni,j is enlarged by the increased σ according to (6).
The bit-planes are also divided into SC-mode and EC-mode
according to the differences of two entropy values, which are
exemplified in Fig. 7.

V. Experimental Results

Our proposed WWVC scheme aims at achieving error
resilience when the compressed video bitstream is transmit-
ted over noisy wireless networks. We evaluate the perfor-
mance of our WWVC scheme under both noiseless and noisy
channel conditions, and compare WWVC with H.264/AVC,
H.264/AVC-IntraSkip which disables Inter mode and only
allows Intra and Skip modes, H.264/AVC-IntraRefresh which
forces 20% macroblocks to be intra coded, and H.264/AVC-
Flexible macroblock ordering (FMO). Since the motion vector
resolution is selected according to the available computa-
tional resource at the encoder in WWVC, we generate re-
sults of WWVC, H.264/AVC, H.264/AVC-IntraRefresh, and
H.264/AVC-FMO with full-, half-, and quarter-pixel motion
estimation. When the channel is noiseless, the coding effi-
ciency is given in terms of PSNR versus bit-rate; when the
transmission is noisy, the average PSNR values of the recon-
structions achieved at the decoder with different packet loss
rates are adopted to assess error robustness of various schemes.
Moreover, the encoding time of WWVC and H.264/AVC is
also given.

A. Coding Efficiency in Noiseless Channels

We evaluate the coding efficiency of WWVC in this sub-
section. For simplicity but without loss of generality, 16 × 16,
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Fig. 7. With noisy transmission, H(Ei) − H(Ei|Y, E0, E1, · · · Ei−1) for all
bit-planes taken from NSQ indices which contain six bit-planes (upper) and
five bit-planes (lower), respectively.

TABLE I

Classification of the WWVC-Mode Blocks

Class Index Football Mobile Susie
0 [0, 70.5] [0, 62.5] [0, 23]
1 [70.5, 142) [62.5, 230) [23, +∞)
2 [142, 254) [230, 613.5) –
3 [254, 425) [613.5, +∞) –
4 [425, 687.5) – –
5 [687.5, 1096) – –
6 [1096, 1861.5) – –
7 [1861.5, +∞) – –

16 × 8, 8 × 16 block-wise motion estimation and 8 × 8 block-
wise DCT are used. CABAC is chosen for entropy coding in
H.264/AVC with different settings. The EC-mode coefficients
of the WWVC-mode blocks are also coded with CABAC. Each
coding slice contains one frame. Data partition is enabled in
all schemes and each bitstream is divided into header, intra and
inter (or WWVC) parts. Each of them is coded and delivered
individually. The first 15 frames from the Football (720×486,
15 f/s), Mobile (720 × 576, 15 f/s), and Susie (720 × 486, 15
f/s) sequences are used in our simulations.

Since these sequences have different amount of motion,
we use different settings in our simulations accordingly. For
example, the WWVC-mode blocks of Football are classified
into eight classes while four and two classes are used for
Mobile and Susie, respectively. The thresholds for classifica-
tion in terms of the MSE between the transform coefficients
of WWVC blocks and those of their corresponding side
information are listed in Table I. Thirty-six low-frequency
bands are included in the SC-mode for Football and all

Fig. 8. Coding efficiency of the proposed WWVC scheme, H.264/AVC
coding scheme, and H.264/AVC-IntraSkip coding scheme.

coefficients belong to the SC-mode for Mobile and Susie. For
all three sequences, the three most significant bit-planes are
fed into the irregular LDPC based syndrome encoder while the
remaining bit-planes are entropy coded. Hence, three binary
LDPC codes are designed for each sequence, with all SC-mode
coefficients in one frame are grouped together for syndrome
coding.

Each LDPC code is designed as follows. First, the bit-rate
of syndrome bits for the bit-plane Ei is selected based on
the conditional entropy H(Ei|E0, E1, · · · , Ei−1, Y ). A small
redundancy is added so that the error bit probability after ECC
decoding is under 10−6. The corresponding LDPC rate is equal
to one minus the chosen bit rate of syndrome bits. Second,
the degree distribution polynomials of the LDPC codes are
optimized using Gaussian approximation. We adopt the LDPC
codes given in [44]. Finally, the bipartite graph is generated
randomly. The block lengths for Football, Mobile, and Susie
are roughly 1.0×105, 1.8×105, and 1.5×105 bits, respectively.

The coding efficiency in terms of PSNR versus bit-rate is
given in Fig. 8. With the same motion estimation, the WWVC
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Fig. 9. Error robustness of the proposed WWVC scheme, H.264/AVC
coding scheme, H.264-IntraSkip coding scheme, H.264/AVC-FMO coding
scheme, and H.264/AVC-IntraRefresh coding scheme tested with Football
sequence.

curve is a little bit lower than that of H.264/AVC. It can
be observed that both H.264/AVC and WWVC suffer from
the reduced complexity of motion estimation. However, the
gap between H.264/AVC and WWVC is narrowed when the
resolution of motion estimation is reduced. Since the Skip
mode takes advantage of motion vectors, less accurate motion
vectors tend to produce fewer Skip blocks and more Inter
(or WWVC) blocks. The increased code length of LDPC
codes improves the coding efficiency of syndrome coding.
Besides, H.264/AVC-IntraSkip scheme gives the worst coding
efficiency because much less temporal redundancy is removed.

B. Error Robustness in Noisy Channels

We adopt the wireless channel simulator for RTP/IP [33]
over 3GPP [34] from Qualcomm, Inc., to test the error
robustness of WWVC and H.264/AVC with different settings.
The simulator transmits the real-time transport protocol (RTP)

Fig. 10. Error robustness of the proposed WWVC scheme, H.264/AVC
coding scheme, H.264-IntraSkip coding scheme, H.264/AVC-FMO coding
scheme, and H.264/AVC-IntraRefresh coding scheme tested with Mobile
sequence.

stream with a radio channel. The transmission rate is 64 kb/s
in our simulation. Each RTP packet is fragmented into equal-
size protocol data units (PDU). In the simulation each PDU
contains 640 bytes. Channel errors are randomly introduced
to the PDUs. If all the PDUs belonging to one packet are
received no later than the maximum end-to-end delay, the
packet is considered successfully received by the decoder.
The Qualcomm simulator also provides FEC simulation with
Reed–Solomon (RS) code.

As mentioned before, all generated bitstreams are parti-
tioned into header, intra, and inter (or WWVC) parts. In
all simulations, the header part is assumed to be error free.
When the packet loss randomly happens to the other two
parts, a simple error concealment scheme, which extracts the
reconstruction from the previously decoded frame with the
motion vectors included in the header, is utilized. We assume
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Fig. 11. Error robustness of the proposed WWVC scheme, H.264/AVC
coding scheme, H.264-IntraSkip coding scheme, H.264/AVC-FMO coding
scheme, and H.264/AVC-IntraRefresh coding scheme tested with Susie se-
quence.

ideal error detection. When large errors in previous frame are
detected, the LLR in (7) is set to be zero. It means that when
the previous frame is not reliable, no prior knowledge from it
is utilized.

For fair comparisons, we use the same bit rate to generate
the bitstreams for different coding schemes. The bit rates for
Football, Mobile, and Susie are 3780, 4280, and 2400 kb/s,
respectively. We add 25% FEC overhead to each bitstream,
i.e., 20% of the overall transmission rate is used for RS-based
FEC. Thus, the overall transmission rate for Football, Mobile,
and Susie are 4725, 5163, and 3000 kb/s, respectively.

Due to the latency requirement and packet fragmentation
during transmission, there are still residual RTP packet losses
at the decoder. For Football sequence, the residual RTP packet
loss rates corresponding to 2%, 4%, 6%, 8%, and 10% PDU
loss rates are 0.56%, 1.39%, 2.47%, 3.65%, and 4.97%,
respectively. For Mobile sequence, the corresponding residual

TABLE II

Encoding Time (in s) of WWVC and H.264/AVC

Scheme QuarterPel HalfPel FullPel
H.264/AVC 127.33 121.42 111.49

WWVC 155.36 152.34 143.76

RTP packet loss rates are 0.55%, 1.34%, 2.39%, 3.58%, and
5.00%. For Susie sequence, the residual RTP packet loss rates
are 0.65%, 1.45%, 2.25%, 3.53%, and 4.89%, respectively. For
each PDU loss rate, 100 runs are simulated.

Figs. 9–11 depict the average PSNR versus PDU loss
rate achieved with different video coding schemes. It can
be observed from each figure that the curves corresponding
to WWVC and H.264/AVC have a cross point. WWVC
becomes more advantageous over H.264/AVC as the chan-
nel gets worse. No matter whether the channel is noisy or
noiseless, H.264/AVC-IntraSkip is inferior to WWVC. FMO
and IntraFresh are adopted in H.264/AVC for error robustness.
We thus include them in our simulations. In H.264/AVC-
IntraRefresh, 20% macroblocks are forced to be intra-coded in
each frame. H.264/AVC-IntraRefresh in fact offers a tradeoff
between H.264/AVC and H.264/AVC-IntraSkip in terms of
coding efficiency and error robustness. In our FMO simula-
tions, we use two slices with the “Dispersed” map. Exper-
imental results show that WWVC is better than FMO with
full-pixel and half-pixel motion estimation and is on par with
FMO at quarter-pixel motion estimation.

The encoding time for H.264/AVC(WWVC)-QuarterPel,
H.264/AVC(WWVC)-HalfPel, and H.264/AVC(WWVC)-
FullPel is given in Table II. The bitstreams of Susie shown
in Fig. 11 are used in these comparisons. The same motion
estimation and mode decision algorithms are used in both
WWVC and H.264/AVC. The added complexity with
WWVC comes from float-precision DCT transform, NSQ,
and frame-based syndrome coding with LDPC codes.

VI. Conclusion

Inspired by Witsenhausen and Wyner’s 1980 patent, we
proposed the first WWVC scheme that targets at robust video
transmission over noisy channels. The main idea is to replace
predictive Inter coding in H.264/AVC by WWVC, which gives
close to Inter coding efficiency while being error robust. The
reason is that we employed forward motion estimation at the
encoder and sent the motion vectors to help generate side
information at the decoder for WWVC. In addition, within
WWVC, we optimized the decision between syndrome coding
and entropy coding among different DCT bands and among
different bit-planes within each DCT coefficient. Simulation
results in terms of both coding efficiency and error resilience
(in various networks conditions) are given, indicating that
WWVC achieves better performance than H.264/AVC and
H.264/AVC-IntraSkip over noisy networks. The price paid
for enhanced error-resilience with WWVC is a small loss in
compression efficiency.
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