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ABSTRACT

Research on Neuromorphic Camera-Guided Spectral Imaging

Technology under Complex Environments

Mengyue Geng (Computer Application Technology)
Supervised by Prof. Yonghong Tian

ABSTRACT

Spectral imaging technology can simultaneously capture both spatial and spectral infor-
mation, which has demonstrated significant application value in remote sensing, medical di-
agnosis, environmental monitoring, material identification and other fields. However, existing
spectral cameras usually rely on conventional integration-based visual sensors, whose imag-
ing quality is limited by sensor data transmission bandwidth, temporal resolution and dynamic
range. Such limitations make it challenging to achieve effective imaging in complex envi-
ronments, such as high-speed motion and extreme illumination. Compared to conventional
visual sensors, neuromorphic cameras abandon integration-based signal acquisition. Instead,
they represent scene intensity changes in the form of spikes or events, featuring low data re-
dundancy, high temporal resolution, and high dynamic range. These advantages have demon-
strated great potential in various complex visual tasks. Therefore, an in-depth investigation
into the enhancement mechanisms of neuromorphic cameras for spectral imaging in complex
environments is expected to significantly improve the imaging performance of spectral imag-
ing systems under challenging conditions.

This thesis addresses the scientific challenge of “quality enhancement mechanisms in
cross-modal neuromorphic spectral imaging under complex environments.” It systematically
investigates the collaborative strategies between neuromorphic data and spectral data in three
key aspects: spatiotemporal information utilization, response relationship modeling, and fu-
sion mechanism design. These studies are conducted for three complex imaging scenarios:
high-speed spectral imaging under controllable lighting conditions, dynamic spectral imaging
under natural lighting conditions, and visible-infrared fusion imaging under extreme lighting
conditions. By constructing imaging theories, designing algorithmic solutions, and devel-
oping hardware devices, high-quality spectral imaging has been achieved in these complex
environments. Finally, a neuromorphic comprehensive spectral imaging system for practical

applications has been established. The main innovations of this thesis are listed as follows:
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First, a spike prior-guided compressive spectral imaging method is proposed to address the
problem of limited frame rates in spectral cameras caused by large data bandwidth under con-
trollable lighting conditions. This method integrates two advanced sampling mechanisms—
neuromorphic spike sampling and compressive sensing—by establishing a dual-branch imag-
ing model that enables collaboration between a spike camera and a compressive sensing spec-
tral camera. Based on this model, the spectral video reconstruction problem is formulated
and solved. To fully exploit the spatiotemporal information embedded in neuromorphic spike
data and guide spectral reconstruction, the positive role of continuous spike signals in the re-
construction process is thoroughly explored. A spike spectral prior network is developed to
effectively characterize the spatiotemporal features of spike signals and serve as a spectral prior
constraint. Additionally, a plug-and-play multimodal spectral video reconstruction algorithm
is designed. Experimental results show that the proposed method can achieve ultra high-speed

spectral video imaging at up to 20,000 FPS in high-speed scenes such as flame deflagration.

Second, an event-spectral signal correlation-driven deblurring method is proposed to ad-
dress the motion blur issue in dynamic spectral imaging under natural lighting conditions
caused by long exposure times of spectral cameras. The method pairs a neuromorphic event
camera with a snapshot mosaic hyperspectral sensor, establishing a spectral-aware event double-
integral model through systematic analysis of cross-modal event-spectral relationships. The
model explicitly incorporates the camera spectral response functions to accurately model the
relationship between neuromorphic signals and spectral signals, providing theoretical foun-
dations for event-assisted spectral frame deblurring. A diffusion-guided noise-aware training
framework is subsequently developed, where denoising diffusion probabilistic models pre-
cisely characterize sensor noise distributions, creating a noise-adaptive feedback mechanism.
The final implementation integrates these advancements into an event-enhanced hyperspec-
tral deblurring network with dual-modality interaction and spatial-spectral complementarity
modules, demonstrating significant quality improvement on high-speed motion-blurred spec-
tral frames compared to conventional approaches. Experiments show that this method can
improve the peak signal-to-noise ratio (PSNR) of spectral frames by more than 3 dB compared

to traditional image-based deblurring methods.

Third, an event-guided multi-task collaborative fusion method is proposed to address the
issue of poor fusion quality under extreme lighting conditions, which arises due to the lim-
ited dynamic range of visible light cameras. This method incorporates a long-wave infrared
camera for cross-band spectral fusion imaging and replaces traditional integrative visible light

cameras with event cameras, significantly enhancing imaging capabilities in extreme lighting
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environments. By deeply studying the multi-modal fusion mechanism of event flows and in-
frared frames, a multi-task collaborative fusion framework is introduced. The fusion process
is divided into three distinct subtasks: event-based visible image reconstruction, event-guided
infrared image deblurring, and visible-infrared fusion. A cross-task event enhancement mod-
ule is designed to enable inter-task feature sharing, where textures extracted from the visi-
ble reconstruction subtask are leveraged to guide infrared image deblurring. Meanwhile, a
mutual-information optimization strategy is implemented to significantly enhance the quality
of visible-infrared fusion results. Experimental results show that this method improves the
mutual information evaluation metric by 2% compared to the previous best methods. It also
performs optimally in other evaluation metrics such as entropy and structural similarity.

Fourth, a neuromorphic comprehensive spectral imaging system is developed to meet the
demands of multi-band imaging and address the challenges of complex environments. The
system integrates neuromorphic cameras with spectral cameras working at multiple spectral
bands, enabling synchronous capture across visible, near-infrared (NIR), and long-wave in-
frared (LWIR) bands. The system design emphasizes the collaborative operation between
front-end imaging devices and back-end processing software, incorporating multi-sensor syn-
chronized imaging devices, parallelized data acquisition/preprocessing unit, and data storage-
computation unit. This enables comprehensive spectral sensing capabilities across a wide
range of spectral bands. Field tests in automotive and unmanned aerial vehicle (UAV) sce-
narios demonstrate the system’s robust spectral acquisition and processing capabilities under
complex environmental conditions, effectively verifying the efficacy of neuromorphic camera-
guided spectral imaging.

In summary, this thesis systematically addresses the fundamental challenge of achiev-
ing cross-modal high-quality spectral imaging guided by neuromorphic vision in complex
environments. The research covers diverse challenging scenarios, including high-speed mo-
tion, dynamic blur, and extreme lighting conditions. Effective imaging solutions are estab-
lished through theoretical modeling, algorithmic design and hardware implementation. A
comprehensive neuromorphic spectral imaging system has been ultimately implemented for
real-world applications. These advancements significantly deepen theoretical understanding
and enhance practical capabilities in cross-modal neuromorphic spectral imaging enhancement
studies, while providing novel research paradigms and research references for heterogeneous

visual sensor imaging systems.
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