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Abstract—Cloud is becoming a dominant computing platform. Naturally, a question that arises is whether we can beat notorious
DDoS attacks in a cloud environment. Researchers have demonstrated that the essential issue of DDoS attack and defense is
resource competition between defenders and attackers. A cloud usually possesses profound resources and has full control and
dynamic allocation capability of its resources. Therefore, cloud offers us the potential to overcome DDoS attacks. However,
individual cloud hosted servers are still vulnerable to DDoS attacks if they still run in the traditional way. In this paper, we propose a
dynamic resource allocation strategy to counter DDoS attacks against individual cloud customers. When a DDoS attack occurs,
we employ the idle resources of the cloud to clone sufficient intrusion prevention servers for the victim in order to quickly filter out
attack packets and guarantee the quality of the service for benign users simultaneously. We establish a mathematical model to
approximate the needs of our resource investment based on queueing theory. Through careful system analysis and real-world data
set experiments, we conclude that we can defeat DDoS attacks in a cloud environment.

Index Terms—Cloud computing, DDoS attacks, mitigation, system modelling, resource investment
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1 INTRODUCTION

IN this paper, we attempt to answer one important
question: can we beat DDoS attacks in a cloud environ-

ment? The answer is positive. One essential issue of DDoS
attack and defense is resource competition; if a defender
has sufficient resources to counter a DDoS attack, then the
attack will be unsuccessful, and vice versa. Unfortunately,
the counterparts of clouds, e.g., the client server and the
peer-to-peer computing platforms, do not have sufficient
resources to beat DDoS attacks. However, a cloud infra-
structure provider pools a large amount of resources and
makes them easy access in order to handle a rapid increase
in service demands [1]. Therefore, it is almost impossible
for a DDoS attack to shut down a cloud. However, individual
cloud customers (referred to as parties hosting their
services in a cloud) cannot escape from DDoS attacks
nowadays as they usually do not have the advantage. The
good news is that it is highly likely for individual cloud
customers to win the battle by taking advantage of the
unique features of clouds. In this paper, we explore how to
overcome DDoS attacks against individual cloud customers
from the resource competition perspective.

Currently, cloud computing has become one of the
fastest growing sectors in the IT industry all over the world.
Cloud computing features a cost-efficient, ‘‘pay-as-you-go’’
business model and flexible architectures, such as SaaS,

PaaS and SaaS. A cloud platform can dynamically clone
virtual machines in a very quick fashion, e.g., duplicating
a gigabyte level server within one minute [2]. Despite the
promising business model and hype surrounding cloud
computing, security is the major concern for businesses
shifting their applications to clouds [3], [4].

Distributed Denial of Service (DDoS) is a major threat
to Internet based killer applications for noncloud comput-
ing environments, such as independent news web sites,
e-business and online games [5]. DDoS attacks are now
carried out by botnets. Resent researches [6] have corrected
a long held belief that hackers can easily compromise as
many computers as they want. Due to the anti-virus and
anti-malware effort and software, the number of active bots
a botmaster can manipulate is constrained to the hundreds
or few thousands level, even though the number of bot
footprints may be much larger.

In the early work about DDoS defense, Yau et al. [7]
treated DDoS attacks as a resource management problem.
Recent researches [8], [9], [10] have further demonstrated
that the essential issue of DDoS attack and defense is a
competition for resources: the winner is the side who
possesses more resources in the battle. Different from other
computing platforms, a cloud environment usually has
profound resources, full control, and dynamic allocation
capability of resources. As a result, it is not possible to
deny the service of a cloud with the scale of current botnets.

However, an individual cloud customer does not have
this advantage of surviving a brute force DDoS attack.
Cloud service providers (CPS) usually offer cloud custo-
mers two resource provisioning plans: short-term on-
demand and long-term reservation. Major cloud providers,
such as Amazon EC2 and GoGrid, provide both plans to
their customers [11]. If a customer chooses the first plan,
then she will be charged based on what she uses. This
resource business model is vulnerable to an Economic
Denial of Sustainability (EDoS) attack [12], [13]. Moreover,
this kind of attack also disturbs the service of clouds who
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allocate resources based on spot instance [14], [15]. On
the other hand, if a cloud customer takes the reservation
plan, she usually makes the source reservation for the
maximum usage of her business. In other words, the
reserved resource for her application is limited. As a result,
a threat of DDoS attack remains.

As a new business model and computing platform,
cloud related research has attracted a lot of attention. There
has been plenty of research done on cloud, such as eco-
nomical modelling [16] and resource optimization [17].
However, research on DDoS attack and defense in a cloud
environment is still at an early stage. The available cloud
security covers various aspects, such as attack mitigation
strategies against DDoS attacks [18] or EDoS attacks [13] in
a cloud environment, DDoS defense as a cloud service [19],
and security architecture against DDoS attacks in cloud
computing [20].

In this paper, we propose a practical dynamic resource
allocation mechanism to confront DDoS attacks that
target individual cloud customers. In general, there is one
or several access points between a cloud data center and
the Internet. Similar to firewalls, we place our Intrusion
Prevention System (IPS) at these locations to monitor
incoming packets. When a cloud hosted server is under a
DDoS attack, the proposed mechanism will automatically
and dynamically allocate extra resources from the available
cloud resource pool, and new virtual machines will be
cloned based on the image file of the original IPS using
the existing clone technology [21], [22]. All IPSs will work
together to filter attack packets out, and guarantee the
quality of service (QoS) for benign users at the same time.
When the volume of DDoS attack packets decreases, our
mitigation system will automatically reduce the number
of its IPSs, and release the extra resources back to the
available cloud resource pool.

As aforementioned, the essential issue to defeat a DDoS
attack is to allocate sufficient resources to mitigate attacks
no mater how efficient our detection and filtering algo-
rithms are. In order to estimate our resource demands and
QoS for benign users in a DDoS battle, we employ queueing
theory to undertake performance evaluation due to its
extensive deployment in could performance analysis, such
as in [23], [24], [25].

It should be noted that our goal for this paper is to
explore the possibility of defeating DDoS attacks in a cloud
environment from a technical and resource competition
point of view. We therefore do not involve specific DDoS
detection methods, and do not involve too many business
issues which may be caused by our mitigation proposal.
With the proposed system in place, we believe most DDoS
attacks can be defeated, if not all attacks. This will make
cloud customers more confident in shifting their busi-
nesses to cloud platforms.

The contributions of this paper are summarized as follows:

. We point out that DDoS attacks do threaten
individual cloud customers. However, by taking
advantage of the cloud platform, we can overcome
DDoS attacks, which is difficult to achieve for
noncloud platforms. To the best of our knowledge,
this paper is an early feasible work on defeating
DDoS attacks in a cloud environment.

. We propose a dynamic resource allocation mecha-
nism to automatically coordinate the available
resources of a cloud to mitigate DDoS attacks on
individual cloud customers. The proposed method
benefits from the dynamic resource allocation
feature of cloud platforms, and is easy to implement.

. We establish a queueing theory based model to esti-
mate the resource allocation against various attack
strengths. Real-world data set based analysis and
experiments help us to conclude that it is possible to
defeat DDoS attacks in a cloud environment with
affordable costs.

The remainder of this paper is organized as follows.
The mitigation mechanism is discussed in Section 2. We
present system modelling and analysis of the proposed
method in Section 3, and design an algorithm for the
mitigation mechanism in Section 4. Performance evaluations
are conducted in Section 5, and we present further discussion
in Section 6. Finally, we summarize this paper and discuss
future work in Section 7. The related work can be found from
the online supplementary file of this paper which is available
in the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPDS.2013.181.

2 DDOS ATTACK MITIGATION IN CLOUDS

In this section, we propose a mechanism to dynamically
allocate extra resources to an individual cloud hosted
server when it is under DDoS attack.

First of all, we examine the features of a cloud hosted
virtual server in a nonattack scenario. As shown in Fig. 1a,
similar to an independent Internet based service, a cloud
hosted service includes a server, an intrusion prevention
system (IPS in the diagram), and a buffer for incoming

Fig. 1. (a) Cloud hosted server in a nonattack scenario. (b) Cloud hosted
server under DDoS attack with the mitigation strategy in place.
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packets (queueQ in the diagram). The IPS is used to protect
the specific server of the hosted service. All packets of
benign users go through the queue, pass the IPS and are
served by the server. In general, the number of benign users
is stable, and we suppose the virtual IPS and virtual server
have been allocated sufficient resources, and therefore
the quality of service (QoS) is satisfactory to users.

When a DDoS attack occurs against the hosted virtual
server, a large number of attack packets are generated by
botnets, and pumped to queue Q. In order to identify these
attack packets and guarantee the QoS of benign users, we
have to invest more resources to clone multiple IPSs to
carry out the task. We propose to clone multiple parallel
IPSs to achieve the goal as shown in Fig. 1b.

The number of IPSs we need to achieve our goal
depends on the volume of the attack packets. As discussed
previously, the attack capability of a botnet is usually
limited, and the required amount of resources to beat the
attack is usually not very large. In general, it is reasonable
to expect a cloud can manage its reserved or idle resources
to meet demand.

3 SYSTEM MODELLING AND ANALYSIS

In this section, we first discuss how to model the system
in general, and then establish an executable mathematical
model to approximate the resource demands on various
attack strengths using queueing theory for the proposed
mitigation method. Following this model, we will also
provide a thorough analysis of the system.

3.1 System Modelling in General
In general, we treat our studied system as a black box,
and observe its input and output with respect of time t.
We denote the input as aðtÞ, the output as bðtÞ, and the
system function of the black box as hðtÞ. We then have a
relationship among these three functions as follows.

bðtÞ ¼ aðtÞ � hðtÞ; (1)

where � is the convolution operation.
In order to obtain solutions for the output, and for most

of the cases, we map aðtÞ and hðtÞ into another domain
using different transform techniques, such as Laplace-
transform, Z-transform, and so on. We use the Laplace
transform in this paper. The Laplace transform of aðtÞ is
defined as follows

AðsÞ ¼D
Z
aðtÞe�stdt: (2)

Similarly, we can obtain HðsÞ from hðtÞ. Let BðsÞ be the
Laplace transform of bðtÞ, and we obtain BðsÞ through the
following equation

BðsÞ ¼ AðsÞ �HðsÞ: (3)

OnceBðsÞ is in place, we can calculate bðtÞ using the inverse
Laplace transform,

bðtÞ ¼ 1

2�i

Z
BðsÞestds: (4)

In our case, aðtÞ represents the arrival distribution, hðtÞ
is the system service distribution. In the queueing theory,

our studied system can be modeled as G=G=m, namely,
general arrival distribution and general service rate
distribution. However, for this general model, the analysis
will be very complex, and we may not have computationally
attractable methods to calculate the numerical results of
these models [26]. For example, we cannot obtainAðsÞ,HðsÞ
from aðtÞ, hðtÞ most of the time, and we cannot obtain bðtÞ
even if BðsÞ is in place sometimes. As a result, researchers
have to approximate the complexG=G=mmodel to solvable
models in order to proceed with analysis and prediction.
To date, only the M=M=m model (exponential arrival rate
and service rate) can offer a closed form result as these
distributions possess wonderful properties, such as
additive and memoryless [27]. We will also follow this
mainstream method for our analysis on the proposed
mitigation strategy.

3.2 Approximation of the Proposed System
As widely applied in cloud performance analysis [23], [24],
[25], we make a few reasonable assumptions and approx-
imations in order to make our modelling, analysis and the
following experiments feasible and practical. There are:

. Whether or not there is a DDoS attack, we suppose
the number of benign users is stable, and we
suppose the cloud is big enough and has sufficient
reserved or idle resources to overcome a DDoS
attack on a cloud customer.

. We suppose the arrival rate to the system follows the
Poisson distribution when a DDoS attack is ongoing.
We know the arrivals of a server in a nonattack
case obey the Poisson distribution. When a DDoS
attack is ongoing, there are many more packets to
the system, and a general conclusion from queueing
theory is that a large number of arrival rate can be
approximated as a Poisson distribution [27]. There-
fore, we use the Poisson distribution as the arrival
distribution for both attack and nonattack cases in
this paper.

. We suppose the service rate of each individual IPS
follows an exponential distribution, which is com-
mon in queueing analysis.

In order to measure the performance of the system, we
use average time in system of packets as a metric of QoS
in this paper. We denote Tn (n stands for normal) as the
acceptable average time in system for packets of benign
users in nonattack cases. In general, Tn is a constant. In
attack cases, the average time in system varies because the
number of attack packets changes. Therefore, we denote
it as TaðtÞ for a given time point t (a stands for attack).

We note that Tn and TaðtÞ in this paper do not include the
time spent in the normal service of the server because this
time is the same for both attack and nonattack cases. In
other words, the system we study here only includes queue
Q and the original IPS or multiple IPSs.

In order to guarantee the QoS of benign users in attack
cases, we need to dynamically allocate resources into the
battle, and make sure TaðtÞ � Tn for any time point t.

We use a function Rð�Þ to represent the resource invest-
ment. Let variable x be the expected system performance,
such as average time in system of requests. Obviously,
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Rð�Þ depends on x and time point t. We therefore denote
it as Rðx; tÞ. We also simplify it as RðxÞ or RðtÞ if it is clear
in the context.

As shown in Fig. 1b, we model our mitigation system as
an M/M/m queue, namely, one incoming queue with an
infinite buffer size, the arrivals following the Poisson
distribution, and mðm � 2Þ multiple servers each with an
exponential service rate.

With the system model in hand, we can transform our
mitigation problem into an optimization problem: mini-
mizing the resource investment RðtÞ while guaranteeing
the QoS for benign users in attack cases. We formulate the
problem as follows

mini:RðtÞ
s:t:

TaðtÞ � Tn: (5)

3.3 Resource Investment Analysis
In order to decide on the investment for a expected quality
of service, we have to define an executable investment
function RðxÞ with respect to a system performance
expectation x. Variable x could be a vector to represent
specific requirements of different resources, such as
x ¼ hCPU;memory; IO; bandwidthi.

For feasibility reasons, we define RðxÞ as a linear and
nondecreasing function. Let x, y be two different system
performance expectations. Then we have the following
properties of this investment function

RðxÞ ¼ 0; x ¼ 0 ðaÞ
RðxÞ �RðyÞ; 0 � x � y ðbÞ
Rðaxþ byÞ ¼ aRðxÞ þ bRðyÞ; a; b 2 R ðcÞ:

8><
>:

(6)

In practice, the current CSPs, such as Amazon EC2, offer
resources in terms of instance. An instance includes a fixed
amount of various resources, e.g. memory and IO. In other
words, an instance is the basic unit for resource allocation.
In this case, equation (6) does reflect this practice very well.

3.4 System Analysis for Nonattack Cases
For a web based service in nonattack cases, it is generally
accepted that the arrival rate of queue Q follows the Poisson
distribution, whose probability density function is defined as

PfX ¼ kg ¼ �
ke��

k!
; k ¼ 0; 1; . . . : (7)

Equation (7) describes the probability of k arrivals for a
given time interval.

For nonattack cases as shown in Fig. 1a, the system can be
naturally modeled as an M=M=1=1 queue. We denote the
packet arrival rate as �, and the service rate of the IPS as �.

People usually derive a parameter called utility rate or
busy rate as the ratio of the arrival rate and the service rate.
In this case, we denote it as

�n ¼
�

�
: (8)

Usually, we need to make sure �n G 1 in order to keep the
system in a stable state.

Based on queueing theory [27], we know the probability
of the system stays state �k (namely, there are k packets
in the system) is

�0 ¼ 1� �
�

�k ¼ �
�

� �k
�0:

8<
: (9)

The probability density of the time in system is

PðT ¼ tÞ ¼ ð�� �Þe�ð���Þt; (10)

for t 9 0. The average time spent in the IPS system is

Tn ¼
1

�� � ¼
1

1
�n
� 1

� �
�
: (11)

Naturally, we assume Tn meets users’ expectations of
service. We will use Tn as a benchmark of QoS for
benign users when the cloud hosted server is under a
DDoS attack.

3.5 System Analysis for Attack Cases
In the case of a cloud customer being subjected to a DDoS
attack as shown in Fig. 1b, and based on our proposal,
the cloud will clone multiple IPSs to counter the attack in
order to guarantee the QoS for benign users.

It is natural that we model the mitigation system using
the M/M/m model: Poisson arrival rate and multiple ðmÞ
servers with an exponential service rate.

For the sake of neatness in the analysis, we make the
following definition:

Attack strength is the total number of arrivals to a victim
for a given time interval when a DDoS attack is ongoing.

From this definition, we know an attack strength
includes both benign packets and attack packets. For
the sake of simplicity, we represent an attack strength as
rðr � 1Þ (where r is a real number) times of the arrival rate
of nonattack cases. As we denote the arrival rate of
nonattack cases as �, an attack strength is therefore denoted
as r�. The service rate for each IPS is still � as it was in
the nonattack case, and all IPSs share the workload. Once
again, based on queueing theory [27], we have the following
system service rate �k (k servers in service).

�k ¼ min½k�;m�� ¼ k� k � m
m� m � k.

�
(12)

We obtain the �kð0 � k � 1Þ (the probability of k
packets in the system) as follows.

�k ¼
�0
ðm�Þk
k! k � m

�0
�kmm

m! m � k,

(
(13)

where � is the system busy rate, which is defined in a
multiple homogeneous server case as

� ¼ r�

m�
: (14)

Similarly, we have to make sure � G 1 in order to keep
the system in a stable state.

In equation (13), �0 represents the probability of a state
of the system that there are no packets in the queue,
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including the initial state of the system. �0 is an important
parameter in queueing analysis, and it is defined as follows
in the M/M/m model.

�0 ¼ 1þ
Xm�1

k¼1

ðm�Þk

k!
þ
X1
k¼m

ðm�Þk

k!

1

mk�m

" #�1

: (15)

Opposite to state �0, we have �mþ, which is the
probability that a packet has to wait when it arrives in
the system. �mþ is expressed as

�mþ ¼
X1

k¼mþ1

�k

¼�0
ðm�Þm

m!ð1� �Þ (16)

¼ 1�
Xm
k¼0

�0
ðm�Þk

k!
: (17)

From a system viewpoint, we are interested in the average
time spent in the system, TaðtÞ. In this paper, the number of
servers, m, is also a factor on TaðtÞ. We therefore express
it more explicitly as Taðt; mÞ, which is given as follows.

Taðt; mÞ ¼E Taðt; mÞ½ �

¼ 1

r�
m� þ � ðm�Þ

m

m!

�0

ð1� �Þ2

 !
: (18)

Combining equations (14) and (18), we have

Taðt; mÞ ¼
1

�
þ 1

r�

r�
�

� �m
m!

�0

1� r�
m�

� �2
: (19)

As previously discussed, in order to guarantee the QoS
for benign users during a DDoS attack, the condition of
equation (5) has to be satisfied. Therefore,

1

�
þ 1

r�

r�
�

� �m
m!

�0

1� r�
m�

� �2
� 1

�� � : (20)

For simplicity, let

fðr;mÞ ¼ �

�
� ð�� �Þ ðr�Þ

m�1

m!�m
�0

1� r�
m�

� �2
; (21)

where �0 is determined by equation (15).
Combining (21) and (20), we have the constrain for the

optimization as

fðr;mÞ � 0: (22)

Moreover, we note that equation (22) is under the
following constrains

r
�

�
G m ðaÞ

r 9 1 ðbÞ
m ¼ 2; 3; . . . ; ðcÞ

8>>><
>>>:

(23)

where condition (a) comes from equation (14).

If equation (22) does not hold, then it is time to invest
more resources to clone one or more IPSs against the
ongoing attack.

Usually, a cloud has sufficient idle or reserved
resources, which can be used to counter brute force DDoS
attacks. We denote the resource for one IPS as RIPS , and
the available reserved resources of a cloud as Rc. The
maximum IPSs that we can use is then b Rc

RIPS
c. In a strict

sense, on top of the constrains in (23), we have to have
one more constrain as follows

m � Rc

RIPS

� �
þ 1: (24)

4 DDOS MITIGATION ALGORITHM FOR A CLOUD

In this section, we present the related algorithm for the
proposed mitigation strategy.

4.1 DDoS Detection Methods
As aforementioned, DDoS defense in cloud essentially
depends on resources no matter which defense methods
we use. Therefore, in our mitigation algorithm, we do not
involve specific detection methods, rather, we focus on the
resource management aspect of detection. In the online
supplementary file, we list a few DDoS detection methods
that could be implemented in cloud for interested readers.

4.2 DDoS Mitigation Algorithm in Cloud
In the algorithm, we first observe the arrival patterns in
nonattack cases for a protected server, and extract the
parameters � and �. Moreover, we also identify the
resources for the current IPS, RIPS , and the available or
idle resources Rc of the cloud.

When a DDoS attack is detected by the original IPS, we
then clone one IPS based on the image of the original IPS,
and calculate the average time in system for the current
status. If Taðt; mÞ 9 Tn, then we clone one more IPS for the
filtering task. As the battle continues, and we find
Taðt; mÞ G Taðt;m� 1Þ, then it is time to reduce one IPS
and release the resources back to the cloud available re-
source pool.

The details of the dynamic resource allocation algorithm
against DDoS attacks on a cloud customer can be found
from the online supplementary file of this paper.

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the
proposed dynamic resource allocation method for DDoS
mitigation in a cloud from various perspectives. We first
study the performance for nonattack scenarios, then
investigate the performance of the proposed mitigation
method against an ongoing DDoS attack, and then estimate
the cost for the proposed mitigation methods.

First of all, we summarize the key statistics of DDoS
attacks in a global scenario from highly referred literature
[6], [28], and present them in Table 1.

A cloud usually has profound resources. We use the
Amazon EC2 as an example and show the related data in
Table 2.
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Based on Tables 1 and 2, we can conclude that it is not
possible to deny the service of a cloud data center as a data
center possesses profound resources against the attack
capability of a DDoS attack.

On the other hand, we are interested in observing the
workload of individual web sites for our following experi-
ments. In order to obtain this data, we observed two popular
web sites (one news web site and one e-business web site)
of a data center of a major ISP. We counted the requests
for each web site every 30 seconds for a day. We processed
the data and present the number of requests in seconds in
Fig. 2. From these results, we can see that the requests for
a popular web site is usually less than 10 requests per
second. It is generally unwise to reserve too many idle
resources as it becomes costly. For the news web site,
we suppose the owner reserves resources for a maximum
need of 10 requests per second. As Moore et al. [28]
indicated, the average attack rate is 500 requests or packets
per second. This means a web site faces 50 times the
workload of its maximum capacity. It is not difficult to
conclude that a DDoS attack is highly likely to be
successful. This confirms our claim that a DDoS attack is
still a critical threat to individual cloud hosted services.

As discussed previously, we use average time in system
as a metric for our performance evaluation in the
following experiments. Therefore, let us firstly explore
the average time in system for nonattack cases, which
is modeled as an M/M/1 queue. We want to know the
impact on the average time in a system from different
arrival rates under different service rates. Following (11),
we obtained the results of experiments shown in Fig. 3.
These results indicated that when an IPS server is heavily
loaded, e.g., � ¼ 10 (therefore, �n ! 1 when �! 10), Tn
increases in an exponential way. On the other hand, when
the IPS server’s workload is suitable, e.g., � ¼ 15 (there-
fore, �n ! 2=3 when �! 10), Tn is relatively stable for
various arrival rate �.

From this experiment, we know that the workload of an
IPS should be kept within a suitable range. If it is too low,
say �n G 0:5, then we waste some capability of the system.
On the other hand, if it is too high, say �n ! 1, then we
degrade the quality of service for benign users. We
summarize this in the following observation.

5.1 Observation 1
We prefer the busy rate as high as possible under the
condition that the average time in system is acceptable.

Secondly, we studied the performance when a DDoS
attack was ongoing. As previously discussed, we have
multiple IPS servers in this case, and the model is M/M/m.

For the system of multiple IPS servers, �0 is an important
element, and is also involved in the calculation of other
items. We expect a good understanding of �0 against the
number of duplicated servers ðm) for a given busy rate. The
experiment results are shown in Fig. 4.

In contrast to �0, �mþ is also important to us because
it is a critical point where incoming packets have to wait
for service, which is expressed in (16), and the experi-
mental results are shown in Fig. 5. The results indicate
that: 1) for a given number of duplicated IPS servers, the
higher � is, the less probability of packet queueing; 2) for
a given �, the probability of packet queueing decreases
when there are more duplicated servers (this is intuitively
straightforward). From this perspective, we obtain the
following observation.

TABLE 1
Key Statistics of DDoS Attacks

TABLE 2
Estimated Key Resources of Amazon EC2

Fig. 2. Requests per second for two popular web sites of a major ISP
data center.

Fig. 3. Average time in system against arrival rate under different service
rates for nonattack cases.
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5.2 Observation 2
In order to reduce the queueing probability, we prefer
the busy rate to be high.

We note there is a contradiction between observation 1
and observation 2. Intuitively, there should exist an
equilibrium for the busy rate that balances the needs
from both sides. However, this is beyond the scope of this
paper, and will be an avenue for future research.

To evaluate the performance of the proposed mitigation
method, we desperately want to know how we can beat an
ongoing DDoS attack using minimum resources. In other
words, how can we hold equation (22) under the constrains
of equation (23) (and equation (24) if applicable).

In the following experiments, we set the service rate
of the original IPS as � ¼ 10, therefore, there are three
variables, � (arrival rate for nonattack cases), r (attack
strength as defined before), and m (number of duplicated
IPSs), which have an impact on our results.

In order to match our previous experiments, we conduct
three experiments for � ¼ 5; 7; and 9, respectively. For a
given �, we observe the variation of fðr;mÞ. The results
are shown in Figs. 6a, 6b, 6c, which show complete
information about the metric fðr;mÞ. As previously
discussed, if fðr;mÞ G 0, this means the average time in
system for the proposed method is greater than that of
nonattack cases, namely, the quality of service for benign
users in an attack case is worse than they expect. In order
to guarantee the QoS, we need to keep fðr;mÞ � 0, which
is of more interest to us. Therefore, we repeat the three
simulations and only display the fðr;mÞ � 0 parts, as
shown in Figs. 6a.1, 6b.1, 6c.1, respectively. When
fðr;mÞ 9 0, this means benign users enjoy an even better
QoS than they had in nonattack cases. This occurs by
the cloud service provider investing more resources into
the service.

From the results of Figs. 6a.1, 6b.1, 6c.1, we find the
solution space is roughly divided into two parts: the
right hand part (low r and high m part) and the left hand
part. Obviously, the right hand part is not what we expect

because it requires a large amount of resources (represented
by m) for a low attack strength case (represented by r).

CSPs prefer to minimize their investment of resources,
namely, to make sure fðr;mÞ ! 0þ any time. Based on
Figs. 6a.1, 6b.1, 6c.1, we extract the critical points of
fðr;mÞ ¼ 0, and demonstrate them in Fig. 7.

The relationship between r and m in Fig. 7 looks linear.
However, this is not true. We therefore list some of the
numerical results in Table 3 for readers’ reference.

In order to estimate the financial cost of mitigating DDoS
attacks using our proposed strategy, we use Amazon EC2
as an example. Currently, the prices of Amazon EC2
Pricing for Standard On-Demand Instances are listed in
Table 4 [29]. We take the default setting of a small Linux
instance in our following calculation.

We suppose the legitimate traffic volume is 10 requests
per second based on our real-world data set (refer to Fig. 2).
At the same time, based on DDoS attack characteristics
(refer to Table 1), we take the attack rate as 500 requests
per second. Therefore, the attack strength is 50. Under
different normal workloads (measured by busy rate), we
need different numbers of duplicated IPSs to carry out the
mitigation task. The number of duplicated IPSs can be
extracted from Table 3. By combing all these parameters,
we obtained a monetary cost in terms of duration of
attacks as shown in Fig. 8.

We should note that a long time and high volume DDoS
attack is very rare. For example, Moore et al. [28] have indi-
cated that the average attack duration is around 5 minutes,
and the rate of a repeat attack is quite low. This may
contributed by a few reasons. First of all, long time DDoS
attacks will expose botnets to defenders, and therefore, bots
will be removed by network administrators. Secondly, it is
hard for attackers to organize a large number of active bots to
carry out lengthy attacks, e.g., time zones have an impact on
the number of active bots [30].

In order to have a straight concept of the monetary cost,
we list some of the numerical results from Fig. 8 in Table 5.

From Table 5, we can see the defense cost for most DDoS
attacks on a victim is less than US$1 per month if the attack

Fig. 4. Relationship between �0 and the number of duplicated IPS
servers for a given busy rate.

Fig. 5. Relationship between �mþ and the number of duplicated IPS
servers for a given busy rate.
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happens every fortnight based on the observation of [28]. A
dedicated attack for 1 day or 1 week costs defenders around
US$50 or US$350, respectively. We note that this kind of
lengthy attack occurs with a low probability as they can be
easily found by CSPs, and subsequent actions can be taken
to terminate them.

Based on these results, we claim that the proposed
mitigation strategy is practical and feasible.

6 FURTHER DISCUSSION

To the best of our knowledge, this paper is an early work
to discuss mitigating DDoS attacks for individual cloud
customers. As a new research field, there are many issues
to be further investigated and improved. Due to the
limitations of knowledge, space and time, we have only
discussed the mechanism in this paper. There are many
promising avenues to be explored further. We list some of
them here based on our understanding.

First of all, the analysis model can be further improved.
We establish the analysis model for an ongoing DDoS
attack using the M/M/m model, which simplifies our
analysis and makes our experiments feasible. In practice,
we need to further identify the distributions that we used
in this paper, especially the service rate distribution of the
IPS servers.

Fig. 6. Performance of defense systems under DDoS attack (compared to nonattack cases) with a different number of duplicated IPSs m, different
attack strength r, and different arrival rate � (with fixed service rate � ¼ 10). (a) Function f with � ¼ 5, (a.1) function f � 0 with � ¼ 5. (b) function f
with � ¼ 7, (b.1) function f � 0 with � ¼ 7. (c) function f with � ¼ 9, (c.1) function f � 0 with � ¼ 9.

Fig. 7. Relationship between attack strength r and minimum number of
duplicated IPSs to guarantee QoS for benign users.

TABLE 3
Critical Points for fðr;mÞ ¼ 0 with � ¼ 10
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Secondly, global optimization is expected. As we know,
there are several parameters in the system, such as the
service rate � and the busy rate �n for nonattack cases.
These parameters have an impact on the resources we
need for DDoS mitigation when an attack is ongoing.

Thirdly, we suppose the IPS system is ideal, namely,
all attack packets are filtered and all benign packets go
through. In practice, we need to consider the false
negatives and false positives of the IPS system. Moreover,
we may also include the protected server in our consider-
ation of performance evaluation.

Finally, current clouds are distributed systems, and a
cloud is usually a composite of a number of data centers.
A cloud customer is generally hosted by one data center.
If a data center runs out of reserved resources during a
battle against a DDoS attack, the question remains how to
use the reserved resources of other data centers to beat the
ongoing attack.

7 SUMMARY AND FUTURE WORK

In this paper, we point out that DDoS attacks are still an
effective tool for cyber criminals to shut down individual
cloud customers, even though it is almost impossible to
deny the service of a cloud platform. At the same time, we
also note that a cloud possesses a potential to counter this
kind of brute force attack by using its profound resources.
Motivated by this, we design a strategy to dynamically
allocate idle or reserved cloud resources to those cloud
customers who are experiencing DDoS attacks in order to

defeat the attacks, and at the same time guaranteeing the
quality of service for benign users.

We establish a queueing theory based model for the
proposed DDoS attack mitigation strategy in a cloud
environment. We thoroughly analyze the proposed method.
Extensive real-world data set based experiments and
simulations confirm our claim that we can beat DDoS
attacks on individual cloud hosted services with an
affordable cost to cloud customers.

As a rarely explored new area of research, there is plenty
of work expected to be completed in the near future. As
future work, we firstly attempt to improve the M/M/m
model to a more general model, such as the M/G/m model.
Secondly, we want to explore what should we do if a cloud
data center runs out of resources during a battle. Thirdly,
we would like to discover whether it is possible for
attackers to rent the resources of a cloud to carry out their
attacks on servers hosted by the same or other clouds.
Finally, real cloud environment tests for the proposed
method are expected in the near future.
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