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Abstract. Most existing methods on vehicle Re-Identification (RelID)
extract global features on vehicles. However, as some vehicles have the
same model and color, it is hard to distinguish them only depend on
global appearance. Compared with global appearance, some local regions
could be more discriminative. Moreover, it is not reasonable to use fea-
ture maps with equal channels weights for methods based on Deep Con-
volutional Neural Network (DCNN), as different channels have different
discrimination ability. To automatically discover discriminative regions
on vehicles and discriminative channels in networks, we propose a Spatial
and Channel Attention Network (SCAN) based on DCNN. Specifically,
the attention model contains two branches, i.e., spatial attention branch
and channel attention branch, which are embedded after convolutional
layers to refine the feature maps. Spatial and channel attention branches
adjust the weights of outputs in different positions and different channels
to highlight the outputs in discriminative regions and channels, respec-
tively. Then feature maps are refined by our attention model and more
discriminative features can be extracted automatically. We jointly train
the attention branches and convolutional layers by triplet loss and cross-
entropy loss. We evaluate our methods on two large-scale vehicle RelD
datasets, i.e., VehicleID and VeR:i-776. Extensive evaluations on two
datasets show that our methods achieve promising results and outper-
form the state-of-the-art approaches on VeRi-776.
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1 Introduction

Vehicle Re-Identification (ReID) aims to match a query vehicle image against
a large-scale vehicle image gallery set [3,11-13,27]. The ability to quickly find
and track suspect vehicles makes vehicle RelD important for traffic surveillance
and applications on smart city. Vehicle RelD is related with several extensively
studied tasks on vehicle identification, such as vehicle attribute prediction [29]
and fine-grained vehicle classification [8,11,29]. Different from these tasks that
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Fig.1. [Illustration of challenging
issues on vehicle RelD. The first row
shows four images that capturing the
same vehicle. The second row shows
different vehicles with the same model

Fig. 2. Examples of attention regions
on different vehicles. The first row
shows input vehicle images. The second
row shows salient image regions which
are learned by our attention model.

and color.

mainly focus on identifying the fine-grained categories of vehicles, vehicle RelD
focuses on the instance-level identification. As different instances of the same
maker and model may be similar with each other, vehicle ReID is more chal-
lenging and far from being solved.

Vehicle RelD task requires highly discriminative features to precisely iden-
tify different vehicles. However, in surveillance scenario, the quality of vehicle
images could be easily affected by many factors, such as illumination, view point,
and occlusion. This makes hand-crafted features unstable and prevents them
from working. Recently, Deep Convolutional Neural Networks (DCNNs) have
made breakthrough in many tasks including person RelID [9,10,19,21,24-26]
and fine-grained categorization [6,22,30]. Existing works have designed many
DCNN based model for vehicle feature learning and deep model have dominated
the methods of vehicle RelD. More details of related works will be summarized
in Sect. 2.1.

Although previous works have achieved significant success, there still remain
several open issues that make vehicle RelD a challenging task. Firstly, different
views of the same vehicle may capture little common region, as shown in the first
row of Fig. 1. This results in large intra-class distance and false negative samples
in RelID. Secondly, lots of vehicles with the same model (maker, product year
and type) and color are quite similar. For example, Fig.1 shows some different
vehicles with similar appearance in the second row. It can be observed that
only from some small regions, e.g., the annual inspection marks on the front
window, can we tell the difference. Lastly, the misalignment problem is serious
in vehicle RelD. Vehicle image is difficult to align each part with a fixed order.
As most existing DCNN based approaches [3,11,13] extract features from the
whole vehicle image, they fail to conquer aforementioned issues very well.

Inspired to conquer these issues, we propose a Spatial and Channel Atten-
tion Network (SCAN) based on DCNN. SCAN contains two branches, i.e., spa-
tial attention branch and channel attention branch, to explore discriminative
regions on vehicles and discriminative channels in networks, respectively. SCAN
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produces saliency weight maps to highlight discriminative areas and channels.
Some examples of generated spatial saliency maps are shown in Fig. 2. Compared
with forcing the model to extract regional features from rigid local regions and
some certain channels, SCAN uses a automatical soft attention strategy and thus
can adaptively explores discriminative regions and channels for different input
vehicles. The convolutional layers and attention branches are jointly trained in
an end-to-end manner to simultaneously learn feature maps and spatial-channel
attention, respectively.

Our methods are evaluated on two large-scale vehicle RelD datasets. Experi-
mental results show that our methods achieve promising performance compared
with recent works. The contributions of our method is two-fold. (1) A deep
learning attention network is proposed for vehicle RelD. The attention module
is designed to refine the feature maps in CNN. This reinforces the useful details
and weakens the useless information. Thus, our model can make the feature rep-
resentation more discriminating. As far as we know, this is the first attempt of
learning attention network for solving the vehicle RelD problem without any
extra annotation. (2) We test the effectiveness of our attention network on two
vehicle RelD datasets. Experiments show that our attention model outperforms
the state-of-the-art methods on VeRu.

2 Related Work

2.1 Vehicle RelID

With the development of smart city and public security, vehicle RelD has gained
more and more attentions. Liu et al. [13,14] propose a vehicle ReID dataset
VeRi-776 which contains over 50,000 images of 776 vehicles captured by 20 cam-
eras covering an elliptical area. Number plate, vehicle appearances and spatio-
temporal relation are separately used in [14] to learn the similarity scores between
pairs of images. Shen et al. [18] also use spatio-temporal information for improv-
ing the RelD results. A chain MRF model is used to generate a visual-spatio-
temporal path which gives a similarity score by LSTM. Wang et al. [23] pre-train
a region proposal module in order to produce the response maps of 20 vehicle key
points. They then extract regional features based on key points prediction. And
the spatial-temporal constraints is also adopted to refine the retrieval results.
This work needs extra notation of key points on a large-scale dataset to pre-
train the model, and the model is complex. Moreover, in most cases we do not
have spatial and temporal information. So the above methods may not work out.
Liu et al. [11] propose a Coupled Clusters Loss (CCL) which modifies traditional
triplet loss. And a vehicle RelD dataset is proposed. Yan et al. [28] use multi-
grain relations to improve vehicle search performance. These two methods only
extract features from global appearance, resulting in features lack discrimination
power.
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2.2 Fine-Grained Vehicle Classification

Fine-grained classification is relevant to RelD task. They all focus on learning
discriminative feature representations. Wang et al. [22] propose a patch-based
framework. It acquires triplets of patches with geometric constraints and auto-
matically mines discriminative geometrically-constrained triplets for classifica-
tion. However, this method is not an end-to-end framework and it can not handle
large view changes. Huang et al. [6] propose another part based models which
pre-trains a region proposal network to capture the discriminative object regions.
Different from these part-based methods, Zhang et al. [31] and Qian et al. [17]
use distance metric learning to reduce the intra-class distance and increase inter-
class distance. Metric learning is also widely used in ReID task. Yang et al. [29]
propose a fine-grained vehicle model classification dataset (CompCars) which is
the largest vehicle model dataset.

2.3 Attention Modelling

Recently, deep attention learning methods have been proposed in many tasks to
handle the matching misalignment challenge. Many tasks have demonstrate that
the attention model is valid. Such as semantic segmentation [2], visual question
answering [15], tracking [33] and person RelID [9,10,19]. Most of these attention
models are designed to select several parts from the whole image. Local and
global characteristics are concatenated together to get a more comprehensive
representation. In our work, SCAN produces saliency weight maps to explore
discriminative regions on vehicles and discriminative channels in networks.
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Fig. 3. The structure of SCAN consists of (a) spatial attention branch and (b) channel
attention branch. The ReLLU and Reshape operation are not shown for brevity.

3 Spatial and Channel Attention Network

This section presents the end-to-end trainable framework of Spatial and Chan-
nel Attention Network (SCAN). SCAN consists of two branches: one for spa-
tial attention learning and one for channel attention learning, respectively. The
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structure of proposed attention module is shown in Fig. 3. These two attention
branches learn weights separately and then fuse weights with the original feature
maps. The SCAN module can be integrated into any modern DCNN architec-
tures.

3.1 Spatial Attention Branch

We employ a Spatial Attention Branch (SAB) to automatically discover discrim-
inative regions on vehicles. The structure of SAB is illustrated in Fig.3(a). The
input of SAB is a set of feature maps denoted as f € R"*"“*¢ where h,w, and c
denote the size of height, width and channels of feature maps, respectively. SAB
first uses a channel-wise global average pooling layer without involving more
parameter. The channel-wise global average pooling at the spatial location (i, j)
is defined as follows:

1 (&
Sig = E Z fi,j,ka (1)
k=1

where f; ; 1 is the value of feature maps at the location (i, j) of k" channel. SAB
then uses a convolutional layer of 3 x 3 filter with stride 2, and an up sampling
layer is then added after the convolutional layer. A convolutional layer of 1 x 1
filter is added to automatically learn an adaptive attention scale. The ReLU
function is applied as active function to each convolutional layer. A deconvolu-
tional layer is finally used to generated spatial attention feature maps. We use
sigmoid function to normalise the value of each output of the generated attention
feature maps into the range between 0.5 and 1.

Instead of learning a rigid spatial decomposition of input images as in [4],
SAB automatically identifies salient regions in each vehicle image. The salient
regions could be an irregular shape, which helps to find more useful information
than regular shape area. Some salient regions on different vehicles generated
SAB are shown in Fig.2. It can be observed that some discriminative regions
are highlighted by SAB, such as annual inspection marks and logos of makers.
Thus, features extracted from this regions are potential to convey more details
and have stronger discrimination ability compared with ones directly extracted
from entire images.

3.2 Channel Attention Branch

The purpose of designing Channel Attention Branch (CAB) is to improve the
discrimination power of the network by explicitly modelling the interdependen-
cies between the channels of its convolutional features [5]. The structure of CAB
is illustrated in Fig. 3(b). The input to CAB is the same as SAB. CAB first uses
a global average pooling layer to integrate spatial information in each feature
map. The global average pooling is defined as:

h

=5 i ” ZZfi,j,k (2)

i=1 j=1
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Then two fully connected layers with < and ¢ outputs are used. Parameter r is

designed for reducing the model parameter number from ¢? to ( é + % ), e.g.
only g parameters are involved when r = 16. A 1 x 1 convolutional layer is used
to scale the output, and a deconvolutional layer is finally used to produce the
attention weight map of the same size as the input feature map.

3.3 Vehicle RelD by SCAN

We add proposed two attention branch, i.e., SAB and CAB, after the convb
layer in VGG_CNN_M_1024 and the conv5_3 layer in VGG16. After the SCAN
we add a global average pooling layer, a 512-D fully connected layer and two
loss layers as illustrated in Fig. 4. Given a trained SCAN model, we use the 512-
D fully connected layer as the vehicle feature. For vehicle RelD , we calculate
L, distance between query images and each gallery image using this 512-D deep
feature. We then rank all gallery images in ascendant order by their Lo distances
to the probe image. Based on ranking results, we could find and track vehicles
in surveillance video analysis.

4 Experiments

4.1 Datasets and Base Model

We use two existing vehicle datasets to validate SCAN. VeRi-776 [12] is a bench-
mark dateset for vehicle RelD that is collected from real-world surveillance sce-
narios, with over 50,000 images of 776 vehicles in total. Each vehicle is captured
by 2 to 18 cameras in an urban area of 1 km? during a 24-hour time period.
VehicleID [1] is a surveillance dataset, which consists 26,267 vehicles and 22,1763
images in total. The numbers of identities and images for training and testing
are listed in Table 1.
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Fig. 4. We use cross entropy loss and triplet loss to train our spatial channel attention
network.

Experiments are conducted based on the widely-used deep learning frame-
work Caffe [7]. We use VGG_CNN_M_1024 [1] network and VGG16 [20] network
as the basic network. Different from original VGG_.CNN_M_1024 and VGG16
network, our baseline network replace all fully connected layers of original net-
work with a 512-D layer. This change greatly reduces the number of parameters
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in the network. For VGG_CNN_M_1024, our model size is 12 times smaller than
the original one. For VGG16, our model size is 16 times smaller than the original
one. Model size are illustrated in Table4. And then we call our baseline network
light_vgg_m and light_vggl6. The mean Average Precision (mAP), Top-1 accu-
racy and Top-10 accuracy are chosen as the evaluation metric.

Table 1. Statistics of the two datasets used in our experiment.

Dataset | Train ID/image | Probe ID/image | Gallery ID/image
VeRi-776 | 576/37778 200/1678 200/11579
VehiclelD | 13164/100182 | 2400/17638 2400,/2400

The batch size used to train the network in our experiments is set to 64. The
initial learning rate is set to 0.001. The learning rate decay factor is 0.8 for every
2,0000 iterations. The weight decay factor is set to 0.0004. The momentum is
set to 0.9. The loss weight for cross entropy loss is set to 1 and the loss weight
for triplet loss is also set to 1.0.

4.2 Results on VeRi-776

The experimental results on VeRi are summarised in Table 2. It can be observed
that our proposed attention approach achieves the best performance on VeRi-776
Dataset. light_vgg m+SCAN denotes the light_vgg m network with proposed
SCAN. And light_vggl6+SCAN denotes the light_vggl6 network with proposed
SCAN. Note that the Top-1 accuracy of our baseline model light_vgg_m is higher
than most existing methods by large margins. But the mAP of our baseline
model is lower than OIFE [23] and VAMI [32]. Significant performance gain
can be observed from light_vgg m+SCAN compared with light_vgg_m, which
means our spatial-channel-attention network (SCAN) is effective. Our attention
approach has a performance gain of 6% in Top-1 accuracy and 11% in mAP
compared with our baseline light_vgg m network. Compared with OIFE [23],
which takes pairwise visual and spatio-temporal information into account, our
approach light_vgg m+SCAN has a performance gain of 15% in terms of Top-1
accuracy and 1% in terms of Top-5 accuracy. VAMI [32] also uses additional
perspective information to train their network and the Top-1 accuracy is lower
than our attention model. The same improvements can also be observed in per-
formance by light_vggl6 and light_vggl6+SCAN. The performance of our model
light_vgg m+SCAN is a little higher than light_vgg16+SCAN. One possible rea-
son is that the image resolution in VeRi-776 dataset is small and the small size
network can learn its parameters well with low resolution images.
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Table 2. Experiment results of the proposed method and other compared methods on
VeRi-776 dataset.

VeRi-776 Top-1 (%) | Top-5 (%) | mAP (%)
KEPLER [16] 48.2 64.3 33.53
FACT [14] 50.95 73.48 18.49
FACT+Plate-SNN+STR [14] | 61.44 78.78 27.77
OIFE [23] 68.3 89.7 51.42
VAMI [32] 77.03 90.82 50.13
light_vge_m 76.02 86.05 38.94
light_vgg m+SCAN 82.24 | 90.76 | 49.87
light_vggl6 76.82 86.71 39.91
light vgg16+SCAN 79.92 88.32 50.15

4.3 Results on VehicleID

The experimental results on VehicleID are summarised in Table3. On this
dataset we also trained two baseline networks: light_vgg m and light_vggl6.
Because our baseline model has fewer parameters than normal VGG_-M and
VGG16 networks, the performance of our baseline on VehicleID dataset is not
very good. However, after adding our attention module the performance has
been significant improved. Our attention approach light_vgg m+SCAN has a
improvements gain of 11% in terms of Top-1 accuracy and 6% in terms of Top-5
accuracy compared with light_vgg_m network. light_vggl6+SCAN has a gain of
3% in terms of Top-1 accuracy and 5% in terms of Top-5 accuracy compared

Table 3. Experiment results of the proposed method and other compared methods on
VehicleID dataset. light_vggl6+SCAN™ indicates we use the SCAN feature vector and
light_vggl6 feature vector together.

VehicleID Top-1 (%) | Top-5 (%)
KEPLER [16] 45.4 68.9
VGG + Triplet Loss [11] | 31.9 50.3
VGG + CCL [11] 32.9 53.3
Mixed Diff + CCL [11] | 38.2 61.6
OIFE [23] 67.0 82.9
VAMI [32] 47.34 70.29
light_vgg_m 44.14 65.21
light _vgg_m+SCAN 55.73 71.73
light veg16 60.63 72.67
light_vggl6+SCAN 63.52 77.53
light_vggl6+SCAN* 65.44 78.47
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Fig. 5. Visualisation of our spatial attention in vehicle RelD. The odd rows show the
original vehicle. The even rows show the attention weight maps learned from our spatial
attention module. Best viewed in color.

with light_vggl6 network. If we concatenate features extracted by light_vggl6
and light_vggl16+SCAN, the performance may have further improved. The final
Top-1 accuracy of light_veggl6+SCAN* is 65.44%, which is a little lower than
OIFE [23]. However, [23] needs extra annotation information to pre-train a key
point regressor network. And four vehicle datasets are used in [23]. We only use
VehicleID without extra annotation to train our model. So our method has been
proved to be effective.
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Table 4. Comparisons of model size. NP denotes the number of parameters in each
model.

Model NP (million)
VGG-M_1024 | 86.2
VGG16 127.2
light_vgg_m 6.8
light_vggl6 7.9

SCAN 0.033

4.4 Visualisation of Spatial Attention and Model Size

We visualise our learned spatial attention of SCAN in Fig. 5. It can be observed
that spatial attention branch locates some spatial regions of vehicles, which
approximately corresponds to headlights, taillights, vehicle signs, and vehicle
marks. This compellingly shows the effectiveness of our spatial attention learn-
ing. We compare model size of original models and our light models in Table 4. It
is clear that our proposed light models use less parameters than original models,
while achieve better performance.

5 Conclusions

In this work, we focus on the problem of vehicle re-identification, which aims
at finding out the images belonging to exactly the same vehicle with the query
image. To address this problem, we proposed an end-to-end trainable frame-
work, namely Spatial Channel Attention Network (SCAN), for joint learning
attention weights and feature representation. SCAN consists of two branches,
i.e., spatial attention branch and channel attention branch, to adjust the weight
of outputs in different positions and channels. With our SCAN model we could
explore discriminative regions and channels for powerful feature extraction. The
proposed SCAN does not need bounding box or part annotations for training.
We evaluated our proposed approach on two vehicle RelD datasets and a series
of experiments show the validity of our model. Our two baseline network are
all lightweight CNN architectures. So it’s easy to embed our model in mobile
devices.
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