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a b s t r a c t

In super-resolution that constructs a high-resolution (HR) image from a set of low-resolution (LR) refer-
ence images, it is crucial to align the LR reference images in order to efficiently exploit the pixels therein.
However, due to the existence of complex local motion, ideal registration is difficult to acquire. In this
paper, we present a robust video super-resolution scheme with registration-reliability regulation and
content adaptive total variation regularization, which make the scheme resilient to registration failures.
In order to handle ill-registered pixels, we propose a registration-reliability regulated data-fidelity term,
which assigns smaller weights to the pixels with larger locally-averaged registration residuals. In addi-
tion, a content adaptive total variation based on structure tensor, which is used to estimate image local
structures, is proposed to regularize the super-resolved images. The structure tensor is derived not only
from the gradients of local patches but also the nonlocal similar patches. Experimental results show that
the proposed scheme can remarkably improve both the objective and subjective quality of the video
super-resolution results.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

Super-resolution (SR) is a technique to generate high resolution
(HR) images from one or multiple low resolution (LR) observa-
tion(s). Numerous algorithms have been proposed in the litera-
tures [1–13]. They can be broadly classified into three categories,
i.e., interpolation-based, learning-based and reconstruction-based
methods. The interpolation-based methods, e.g., in [1–3], usually
generate the HR image from only one LR image, utilizing the con-
tinuity or smoothness within a small neighborhood of any pixel.
However, such assumption of local smoothness tends to blur the
edges or high contrast textures in images. The learning-based
methods, e.g., in [4–6], utilize a set of example images, organized
in a form of low- and high- resolution pairs, to derive the missing
high frequency information from the high resolution parts, whose
corresponding low resolution parts are similar with input image.
This kind of methods is efficient only if the input images are similar
to the examples in terms of image structures. However, the perfor-
mance of these methods usually deteriorates drastically when the
input images are not similar to the examples. The reconstruction-
based super-resolution algorithms, e.g., in [7–9,13], compute HR
images by formulating and inversing the image formation process,
using prior knowledge to regularize the solution. Most of recon-
struction-based SR methods proposed in the literature consist of
the three stages, i.e., image registration, interpolation and restora-
tion (i.e., inverse procedure), where the last two steps are usually
implemented jointly. In [11,12], Izadpanahi et al. jointly utilize
the super-resolution and edge-directed interpolation to recon-
struct high resolution images.

To recover high-frequency information reliably, it is crucial to
exploit the relevant pixels in reference images to increase the
effective sampling rate. For this purpose, accurate registration
(e.g., with sub-pel accuracy) is required to determine the object
displacement in a sequence of images, i.e., optical flow, to map
the pixels from reference images to the current image. Although
many image registration methods [14–18] have been proposed in
the literature, video sequence registration is still a very challenging
problem, because complex local motion usually exists in real
scenes. Traditional SR schemes generally regard all the reference
LR images as equally reliable and the different magnitude of regis-
tration errors are not taken into consideration. Therefore, undesir-
able visual artifacts may still appear at the region of complex
motion in reconstructed images.
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To cope with the inaccurate registration problem, the cost func-
tion measuring the conformance between the estimated image and
the observations is extended to incorporate a set of weights which
reflect the registration reliability of reference pixels in the SR
process [8,19–22]. In [19], Kondi et al. employ a frame-wise
weighting scheme in which LR frame with larger registration resid-
uals is assigned smaller weight. Unfortunately, frame-wise weights
cannot reflect the variation of the registration reliabilities within a
frame. To address the issue, in [8], pixel-wise weights are proposed
in super-resolution reconstruction. However, since the weights are
calculated based on the registration residual of only one pixel, they
are sensitive to noises or interpolation errors in registration. In
[20], Kanaev and Miller apply a Gaussian filter to the single pixel
residual based weights to depress the influence of random noise.
In the work [21,22], they propose the region-based weight to
improve its robustness, in which a weight is computed using all
the registration errors in a region and is assigned to each pixel in
the local region. The main problem of [21,22] is that the weights
cannot reflect the motion difference in the same region, especially
when parts of regions are occluded. In addition, it is also a difficult
problem of image region segment. In [7], Farsiu et al. take L1 norm
to constrain the registered LR images instead of L2 norm to
improve the robustness of the SR reconstruction to outliers. In
[23], Takeda et al. take a spatial–temporal steering kernel based
on the local structures in image and motions between images to
estimate high resolution image.

Due to the ill-condition of the super-resolution reconstruction,
regularization methods are widely used in solving SR problem.
Total variation (TV) [24] is a widely used regularization in image
processing, which implicitly assumes the pixel differences follow
identical and independent Laplacian distribution. However, the
distribution of pixel difference changes for image with different
structures, and the spatial invariant TV is unable to adapt different
image structures. In [7], Farsiu et al. proposed a bilateral total vari-
ation (BTV) by assigning weights to pixel differences according to
the pixel similarity. In [25], Yuan et al. designed the weight accord-
ing to the image difference curvature. This method assigns smaller
weights to the pixels around edges and larger weights to the pixels
in smooth areas.

In this paper, we propose a robust video super-resolution
scheme with a new reconstruction objective function consisting
of registration-reliability regulated data-fidelity and content
Fig. 1. Video sequence
adaptive total variation (CATV) regularization. Firstly, to tackle pix-
els with different registration accuracy, we propose a registration-
reliability regulated data-fidelity to differentiate reference pixels
by assigning different weights to them according to their registra-
tion residuals. Instead of considering the ‘‘lack of fit’’ of a single
pixel, we utilize the weighted registration residuals in a neighbor-
hood to compute the registration reliability of a reference pixel. For
pixels with large locally-averaged registration residuals, they may
be ill-registered and are assigned to small weights, vice versa.
Secondly, to regularize the super-resolved HR image, we propose
a content adaptive total variation regularization which penalizes
image pixel difference (or image variation) differentially based
on the anisotropic local structure of reconstructed image. We take
both the local and nonlocal similar patches to calculate structure
tensor, which is used to reflect the image local structure. Based
on the structure tensor, we assign different weights to pixel differ-
ences. Generally speaking, larger weights are assigned to image
pixels along edges or in smooth areas, and smaller weights are
assigned to those across edges or in texture areas, which is equal
to penalizing pixel differences crossing edges weakly.

The remainder paper is organized as follows. In Section 2, we give
the formulation of the video super-resolution problem. The pro-
posed registration-reliability regulated data-fidelity is introduced
in the Section 3. The proposed content adaptive total variation reg-
ularization is elaborated in Section 4. The proposed super-resolution
reconstruction method is presented in Section 5. Experimental
results on real video sequences are reported in Section 6 and some
concluding remarks are made in Section 7.

2. Problem formulation

Super-resolution reconstruction is the inverse problem of low
resolution observation formation. Many LR video observation mod-
els have been proposed in the literature e.g. [7,26,27]. In this paper,
we utilize the observation model that assumes the neighboring HR
frames in temporal domain describing the same scene and having
complementary information to each other. The LR frames are
acquired from the corresponding HR frames through blurring and
down-sampling. In this process, the LR frames may be distorted
by noise. Fig. 1 shows a LR video observation model, in which
the HR frames of size L1N1 � L2N2 written in lexicographical nota-
tion as the vector Xt ¼ ½xt;1; xt;2; xt;3; . . . ; xt;N�T and the corresponding
observation model.



Fig. 2. The pixel yt�1;i is registered onto the subpixel position of the tth frame, y0t�1;i is its prediction value.

Fig. 3. The relationship of interpolation errors and image local variance.
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LR frames of size N1 � N2 are denoted as
Yt ¼ ½yt;1; yt;2; yt;3; . . . ; yt;M �

T , where t presents the temporal index,
N ¼ L1N1 � L2N2 and M ¼ N1 � N2. The neighboring frames can be
predicted from each other via image registration as follows,

Xk ¼ FktXt : ð1Þ

Eq. (1) indicates that the frame Xk can be reproduced from Xt with
the warping matrix Fkt which is figured out by registration.
Therefore, all the LR frames can be related with one of the high res-
olution frames, e.g. Xt , and the relationship can be formulated as,

Yk ¼ DHFktXt þ nk: ð2Þ

Here H is the blurring matrix representing the point spread function
(PSF) in the observation formation process, D is the down-sampling
matrix and nk is random noise.

In reconstruction-based SR problem, the HR frame Xt is esti-
mated from a group of the LR frames, Yk, in a temporal
neighborhood,

fYkjk ¼ t � L; . . . ; t þ Lg: ð3Þ

Herein, the frame Xt is referred to as target frame, and the neighboring
LR frames, fYkg, are referred to as reference frames. Traditional recon-
struction-based SR methods seek a recovery of Xt by minimizing the
deviation of the target frame from the observed frames fYkg according
to the LR video observation model. In general, the SR reconstruction
problem is an ill-posed inverse problem. Regularization techniques
are frequently used to stabilize the solution. Therefore, the SR recon-
struction can be formulated as,

X̂t ¼ arg min
Xt

XtþL

k¼t�L

kDHFktXt � Ykk2
2 þ kuðXtÞ: ð4Þ

The first term is data-fidelity constraint, which makes the estimated
high resolution frame conform to the low resolution video frames
via the observation model. The second one is a regularization term,
which constrains the estimated high resolution frame with certain
image prior model. k is the regularization parameter. Based on the
formulation in Eq. (4), the registration plays an important role in
efficiently utilizing temporal neighboring LR frames. The ill-regis-
tered pixels may deteriorate the reconstructed image in data fusion
process. Therefore, it is necessary to differentiate the registered pix-
els reliability and depress the influence of ill-registered pixels on
data-fidelity term. In addition, the regularization term also can help
to decrease the negative influence of ill-registered pixels, which
may not conform to image prior models well.

3. Registration-reliability regulated data-fidelity constraint

Considering that inaccurate registration may deteriorate the SR
results dramatically, we propose a registration-reliability regulated
data-fidelity to differentiate the reference pixels with different reg-
istration accuracy. Based on the optical flow assumption that the
pixel intensity does not change along motion trajectories, i.e.
brightness constancy, we take the registration residuals to reflect
the pixel registration reliability. In general, a pixel in reference
frame with large registration residuals may be ill-registered and
unreliable. However, only a single pixel registration residual is sen-
sitive to noise and is inefficient to reflect its registration reliability
accurately. Therefore, the locally-averaged registration residuals
are used to reflect the registration accuracy in our method. For a
pixel, if its locally-averaged residual is large, a small weight is
assigned to it, which may be ill-registered.

However, in super-resolution reconstruction problem, due to
subpixel accuracy of image registration being needed, the registra-
tion residuals are actually the difference between the pixels in
reference frame and the interpolated pixels in target frame. For
example, the pixel yt�1;i in the ðt � 1Þth reference frame is registered
onto the subpixel position of target frame, just as illustrated in
Fig. 2. The registration residual rt�1;i is the difference between
yt�1;i and its prediction y0t�1;i, which is generated by interpolation
with neighboring pixels, e.g., fyt;j1; yt;j2; yt;j3; yt;j4g.

rt�1;i ¼ yt�1;i � y0t�1;i ¼ yt�1;i � f ðyt;j1; yt;j2; yt;j3; yt;j4Þ: ð5Þ

Here, f is usually a low pass filter. Therefore, the registration resid-
uals may be generated from three sources, i.e., registration errors,
interpolation errors and noise, as follows,

r ¼ er þ ei þ ni: ð6Þ

Here, r represents registration residual, er ; ei and ni are registration
error, interpolation error and noise, respectively. Herein, er is
assumed to be generated by mis-registration and reflects image
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registration reliability. In most cases, the registration residual, r, is
proportional to the registration error, er , and the local-average oper-
ation can further depress the negative influence of the noise.
However, the interpolation errors usually are large and correlated
in edge or texture areas, where they may dominate the registration
residuals. Fig. 3 illustrates the relationship between image interpo-
lation errors and image local variance. The interpolation errors
rapidly increase along with image local variance. Thus, the registra-
tion residuals may make the registration residuals irrelevant in
measuring the registration reliability efficiently in these areas with
high variance.

In order to depress the negative effect of interpolation errors,
we propose to take the weighted average of local residuals to
reflect registration reliability, where the weights decrease along
with the increase of the image local variance. Therefore, we take
the reciprocal of the variance of the pixels used in interpolation
process as residual weights to cope with the influence of interpo-
lation errors. The final registration reliability can be calculated
via the following weight function Eqs. (7)–(10).

Wkði; jÞ ¼ gðk; tÞ � exp �Rktði; jÞ
h

� �
; ð7Þ

Rktði; jÞ ¼
1
Z

X
ðm;nÞ2N kði;jÞ

1
r2

ktðm;nÞ þ e
rktðm;nÞ; ð8Þ

Z ¼
X

ðm;nÞ2N kði;jÞ

1
r2

ktðm;nÞ þ e
; ð9Þ

gðk; tÞ ¼ expð�sjk� tjÞ: ð10Þ

Here, rktðm;nÞ is the registration residual when registering pixel
located at ðm; nÞ in the kth frame to the tth frame and h is a smooth-
ness factor. N kði; jÞ is the neighborhood centered at ði; jÞ in the kth
frame. Z is a normalizing constant and e is a small constant to avoid
division by zero. gðk; tÞ is a function to measure the reliability of ref-
erence frame based on temporal distance and s is a constant.
r2

ktðm; nÞ is the variance of pixels used to predict the value in sub-
pixel position corresponding to ðm;nÞ. Therefore, the proposed reg-
istration reliability regulated data-fidelity term in objective
function of super-resolution is rewritten as

X̂t ¼ arg min
Xt

XtþL

k¼t�L

ðDHFktXt � YkÞT WkðDHFktXt � YkÞ þ kuðXtÞ
" #

:

ð11Þ
Fig. 4. The histograms of pixel d
Here, Wk is the weighting matrix for the kth frame, which is used to
reduce the negative influence of inaccurate registration. It is calcu-
lated based on the registration residuals in Eqs. (7)–(10).

4. Content adaptive total variation regularization

Regularization techniques are commonly used to deal with ill-
posed problems (e.g., [7,24]). Total variation (TV) [24] and bilateral
TV (BTV) [7], measuring the difference between pixels and their
neighboring pixels with L1-norm, are often used as image regular-
ization, which implicitly assumes the pixel difference following
identical and independent Laplacian distribution, e.g., BTV in (12),

uðXtÞ ¼
XP

m¼�P

XP

n¼�P

ajmjþjnjkXt � Sn
ySm

x Xtk1; ð12Þ

Here, Sm
x and Sn

y are the shifting operators in the horizontal and the
vertical directions by m and n respectively and 0 < a < 1. P is the
radius of neighborhood.

However, due to the diversity of image structures, the neighbor-
ing pixel differences are obviously anisotropic and have different
distribution characteristic. Fig. 4 illustrates the histograms of pixel
difference with neighboring pixels along horizontal and vertical
directions, respectively. It shows that the pixel difference in
smooth area follows more centralized distribution with smaller
variance. However, it illustrates different characteristic in edge
areas, a relatively loose distribution across the edge direction and
centralized distribution along the edge direction. Therefore, tradi-
tional TV regularization penalizing pixel difference equivalently
may blur image edges.

To regularize the ill problem while well preserving image struc-
tures, we propose a content adaptive total variation (CATV) regu-
larization, which differentiates pixel difference according to local
pixel correlation. In our proposed CATV, if the pixels have higher
correlation, the differences between them are assigned larger
weights, vice versa. The weights are estimated based on the image
structure tensor [28,29], which is derived from image local gradi-
ents. In general, the structure tensor summarizes the predominant
direction of the gradients in a specified neighborhood of a pixel,
just as the formulation in Eq. (13).

Cq �

X
p2NðqÞ

@XtðpÞ
@x

@Xt ðpÞ
@x

X
p2NðqÞ

@XtðpÞ
@x

@XtðpÞ
@yX

p2NðqÞ

@XtðpÞ
@x

@Xt ðpÞ
@y

X
p2NðqÞ

@XtðpÞ
@y

@XtðpÞ
@y

2
664

3
775: ð13Þ

Here, Cq is the structure tensor for pixel q. and p;q are coordinate
vectors. NðqÞ is a neighborhood centered at position q. Due to the
ifference in different areas.



Table 1
PSNR comparison for different resolution enhancement methods on noise-free LR
videos, enlarging 2 times. (Unit: dB).

Sequences Bicubic MASK I-IBP RMAP BTV-L1 PRO-I PRO-II

Akiyo 33.43 33.88 34.32 35.06 34.28 35.22 35.60
Carphone 30.89 31.19 31.57 31.99 32.05 32.39 32.48
City 28.58 28.81 29.15 29.75 30.27 30.85 30.84
Flower 22.08 22.07 22.55 22.95 22.40 23.38 23.40
Foreman 30.42 30.36 31.25 31.37 31.24 31.58 31.95
Mobile 21.87 22.41 22.45 23.31 23.69 24.58 24.61
Mthr_dotr 33.11 33.03 34.21 34.77 34.07 34.96 35.31
News 28.37 28.21 29.24 30.48 30.73 30.52 30.74
Salesman 29.83 29.46 30.44 31.00 29.87 31.07 31.20
Slient 30.15 30.00 30.41 30.99 30.39 30.91 31.67
Stefan 25.20 24.94 36.15 27.11 26.58 27.45 27.50
Students 29.62 29.49 30.19 30.73 30.93 30.78 30.91
Average 28.22 28.26 29.33 29.51 29.32 29.90 30.08

Table 2
PSNR comparison for different resolution enhancement methods on noisy LR videos
(standard deviation of noise, r = 5), enlarging 2 times. (Unit: dB).

Sequences Bicubic MASK I-IBP RMAP BTV-L1 PRO-I PRO-II

Akiyo 32.45 32.50 33.14 32.88 33.79 33.89 34.12
Carphone 30.14 30.58 30.59 30.37 31.53 31.06 31.24
City 28.16 28.53 28.57 28.44 28.44 29.56 29.63
Flower 21.79 21.88 22.13 22.02 22.14 22.70 22.88
Foreman 29.18 29.49 29.46 29.22 30.30 30.20 30.53
Mobile 21.73 22.27 22.34 22.09 23.23 23.57 23.91
Mthr_dotr 31.94 32.05 32.56 32.33 33.34 33.27 33.51
News 28.12 27.78 28.97 29.13 30.40 29.87 30.28
Salesman 29.56 29.16 30.09 30.17 29.75 30.68 30.75
Silent 29.36 29.15 29.59 29.55 29.94 29.94 30.57
Stefan 24.92 24.75 25.25 25.49 26.17 26.30 26.33
Students 29.21 29.00 29.74 29.65 30.61 30.25 30.35
Average 28.05 28.09 28.54 28.44 29.14 29.27 29.51
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structure tensor matrix Cq being real and symmetric, it can be fur-
ther factorized into three matrices with singular value
decomposition,

Cq ¼ UqKqUT
q; ð14Þ

Uq ¼
coshq sinhq

�sinhq coshq

� �
; Kq ¼

kq;1 0
0 kq;2

� �
: ð15Þ

Here, kq;1 and kq;2 are the eigenvalues and kq;1 P kq;2 P 0. The

corresponding eigenvectors uq;1 ¼ ½coshq;�sinhq�T and uq;2 ¼
½sinhq; coshq�T summarize the distribution of gradients in the local
area, NðqÞ. The first eigenvector, uq;1, is maximally aligned with
the local gradients and the corresponding eigenvalue, kq;1, defines
the strength of local gradients bias to uq;1. The accuracy of the struc-
ture tensor is influenced by the neighborhood size. Decreasing the
neighborhood size makes less sample gradients available for struc-
ture tensor calculation, which makes structure tensor estimation
sensitive to noise. Although extending the neighborhood size can
improve the robustness of structure tensor estimation to noise with
more sample gradients available, it also may raise the risk of bring
in pixels with different structures, which decreases the accuracy of
local structure estimation.

Therefore, we propose to calculate the structure tensor not only
with pixels in the local patch, but also with the pixels in nonlocal
similar patches. In order to avoid the negative effect of the patches
with different structures, we assigned each nonlocal patches a
weight according to its similarity with the current processed patch.
The weight is calculated with the following equation,

wi ¼ exp �kPi � Pjk2

h

� �
; ð16Þ

where Pi and Pj are patches centered at the ith pixel and the jth
pixel and h is a smoothness factor. The modified structure tensor
calculation can be formulated as,

Cq �

X
p2NðqÞ

wp
@XtðpÞ
@x

@XtðpÞ
@x

X
p2NðqÞ

wp
@XtðpÞ
@x

@XtðpÞ
@yX

p2NðqÞ
wp

@XtðpÞ
@x

@XtðpÞ
@y

X
p2NðqÞ

wp
@XtðpÞ
@y

@XtðpÞ
@y

2
664

3
775: ð17Þ

The similar formulation of the structure tensor is also presented in
[29], which determines the weights according to distance of gradi-
ent covariance of image patches. Based on the local structure esti-
mation with modified structure tensor, we further formulate the
content adaptive total variation in (18) and (19), respectively.

kðp� qÞ ¼ cexp �ðp� qÞT Cqðp� qÞ
g2

 !
; c ¼ kq;2kq;2 þ e

T

� ��1
2

ð18Þ

uðXtÞ ¼
XP

m¼�P

XP

n¼�P

kKm;n � ðXt � Sn
ySm

x XtÞk1 ð19Þ

Here, � is element-wise multiplication and Km;n is a weight matrix,
which is comprised of kðp� qÞwhen ðp� qÞ is equal to ðm;nÞ. In Eq.
(18), the exponential part adjusts the weights of pixel difference
according to local structures, i.e., large weights assigned to pixels
along the predominant direction where pixels have high correla-
tion, vice versa. c is an adaptive scaling factor, which is large for
smooth area and small for texture area. T represents the number
of samples used in structure tensor calculation, and g is a smooth-
ness factor. Thus, the weights are large in smooth area and decrease
slow along image edges where the pixels with high correlation, and
they are small in texture regions and decrease fast across edges
where the correlation of pixels is small. uðXtÞ in Eq. (19) is the pro-
posed CATV regularization. By taking advantage of the content
adaptive weight, the proposed CATV regularization penalizes pixel
difference slightly for pixels in area with texture or across the pre-
dominant direction, which makes it preserve image details better
than traditional TV.

5. Optimization solution of the proposed super-resolution
reconstruction

Based on the above discussion, the proposed super-resolution
scheme is formulated as the following minimization problem,

X̂t ¼ arg min
Xt

XtþL

k¼t�L

kDHFktXt � Ykk2
2;Wk
þ kuðXtÞ; ð20Þ

XtþL

k¼t�L

kDHFktXt � Ykk2
2;Wk
¼
XtþL

k¼t�L

ðDHFktXt � YkÞT WkðDHFktXt � YkÞ;

ð21Þ

uðXtÞ ¼
XP

m¼�P

XP

n¼�P

kKm;n � ðXt � Sn
ySm

x XtÞk1 ¼
X

i

kGiXt;ik1: ð22Þ

Here, GiXt;i denotes the weighted image pixel difference between
the ith pixel and its neighboring pixels. To solve the problem in
Eq. (20) which has L2-norm data-fidelity term and L1-norm regular-
ization term, we utilize variable-splitting and penalty approach
[30], which transform Eq. (20) to

X̂t ¼ arg min
Xt

XtþL

k¼t�L

kDHFktXt � Ykk2
2;Wk
þ b

2

X
i

kui � GiXt;ik2
2

þ
X

i

kuik1; ð23Þ
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with the penalty parameter b!1. The problem can be easily
solved by iteratively minimizing the objective functions Eqs. (24)
and (25) with respect to u and Xt , alternatively.

min
u

b
2

X
i

kui � GiXt;ik2
2 þ

X
i

kuik1; ð24Þ

min
Xt

XtþL

k¼t�L

kDHFktXt � Ykk2
2;Wk
þ b

2

X
i

kui � GiXt;ik2
2: ð25Þ

The first optimization problem in Eq. (24) can be solved by soft
threshold operation [31] and the second optimization problem
can be solved by least square method. We take the notation C as
the structure tensor of the estimated high resolution image.
Therefore, the complete iterative algorithm for our proposed SR
method is outlined as follows.

Algorithm 1. The proposed video super-resolution.
Input: Low resolution sequences {Ykjk ¼ t � L; . . . t; . . . ; t þ L}
Initialization:

Initialize X̂ð0Þt from Yt with Bicubic interpolation;

Initialize Cð0Þ with X̂ð0Þt using Eq. (17), n = 0, Iter = 0;
Iteration:

While MaxIterNum > iter and MinDistortion < distortion
do

(1) Solve optimization problem Eq. (24) with u for fixed
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Fig. 5. The PSNR results with different resolution enhancement methods for each
frame of Foreman, enlarging 2 times.

Table 3
(3) Update Variables:

Calculate Cðnþ1Þ with X̂ðnþ1Þ
t

(4) iter++,distortion = kX̂ðnþ1Þ
t � X̂ðnÞt k2;

End

Output: High resolution image X̂t

6. Experimental results

PSNR comparison for different resolution enhancement methods on noise-free LR
videos, enlarging 3 times (Unit: dB).

Sequences Bicubic MASK I-IBP RMAP BTV-L1 PRO-I PRO-II

Akiyo 30.93 31.28 30.96 31.50 31.04 31.61 31.86
Carphone 28.92 29.64 28.95 29.43 29.81 30.08 30.25
City 26.61 27.11 26.62 26.97 27.40 28.24 28.42
Flower 20.48 20.58 20.49 20.76 20.36 21.21 21.31
Foreman 28.31 28.59 28.31 28.84 29.10 29.04 29.53
Mobile 19.77 20.21 19.79 20.13 20.20 21.09 21.13
Mthr_dotr 30.73 30.87 30.77 31.45 31.26 31.43 31.55
News 25.64 25.57 25.68 26.40 25.86 26.41 26.53
Salesman 27.57 27.31 27.60 27.96 27.29 27.97 28.07
Slient 27.93 27.79 27.94 28.23 27.69 27.93 28.36
Stefan 22.42 22.52 22.44 22.88 22.64 23.25 23.53
Students 27.50 27.37 27.52 27.82 27.75 27.85 27.95
Average 26.40 26.57 26.42 26.86 26.70 27.17 27.37
In this section, we evaluate the performance of the proposed SR
method by comparing with Bicubic interpolation, SR method with
registration reliability in [8] (denoted as RMAP), MASK [23],
improved iterative back projection method (denoted as I-IBP)
[13] and BTV-L1 ([7,9]), which is released since OpenCV-2.4.7
[32]. The MASK method takes the structure tensor to estimate
the image local structures in high resolution pixel estimation pro-
cess. The method BTV-L1 takes the L1-norm as the data-fidelity
measurement to improve the robustness of super-resolution
reconstruction to registration errors. To evaluate the proposed
registration-reliability regulated data-fidelity and CATV regulariza-
tion, we test the two cases, the proposed data-fidelity with BTV
regularization and with the CATV regularization, denoted as PRO-
I and PRO-II respectively.
The LR frames are generated firstly by blurring HR frames with
3� 3 and 5� 5 Gaussian filters and then down-sampling the
blurred frames with decimation factor 2 and 3 in both horizontal
and vertical directions, respectively. For different super-resolution
methods, five LR frames are used as reference frames to reconstruct
each high resolution frame. The pyramid Lucas–Kanade optical
flow estimation method is utilized to register LR videos [15].
Considering the continuous of the optical flow between neighbor-
ing frames in videos, we take the coarse-to-fine strategy in tempo-
ral domain by first registering any two adjacent frames and then
we connect the resulted optical flow fields to form an initial optical
flow field estimation for nonadjacent frames, which is then further
refined by traditional optical flow methods.

Table 1 lists the PSNR results of the reconstructed high resolu-
tion frames from different LR frames without noise and Table 2
lists the PSNR results from noisy LR frames, where the standard
deviation of noise is 5. The resolution of the reconstructed frames
is two times of the input LR videos both in horizontal and vertical
directions. The values in the tables are the average PSNR results of
50 successive frames for each sequence. From these results, we can
see that super-resolution results are usually better than Bicubic
interpolation method since more temporal LR frames are utilized.



Fig. 6. The reconstruction results of the 31th frame in Mobile with different methods, (a) LR frame, (b) Bicubic, (c) MASK, (d) I-IBP, (e) RMAP, (f) BTV-L1, (g) PRO-I method and
(h) PRO-II method.
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Our proposed method, PRO-II, achieves PSNR gain up to 2.7 dB over
Bicubic for Mobile. However, these schemes shows different per-
formance for sequences with different characteristic. For some
sequences with complex motions, e.g., Foreman and Stefan, the
MASK scheme is inefficient, even inferior to Bicubic interpolation.
The PRO-I method and RMAP achieve better results than MASK
by differentiating the registration reliability of reference pixels
with a weighted data-fidelity. The PRO-I method also outperforms
RMAP, although they both take registration residual to differenti-
ate the reliability of pixels in reference images. This verifies the
proposed registration reliability regulation is more efficient. The
I-IBP method introduces a bicubic filter to smooth out some
outliers and achieves performance improvement. The BTV-L1 with
L1 norm data-fidelity also can exclude most of the wrongly regis-
tered pixels and achieves better performance, but it is still inferior
to our proposed method. Since the L1-norm data-fidelity can be
regarded as a median filtering operation, it may filter out the con-
tent only appearing in targe frame, which is minority comparing
with that in reference frames. The proposed data-fidelity term can
efficiently distinguish the efficiency of reference pixels for super-
resolution reconstruction by taking locally-averaged registration
residuals. The proposed CATV regularization further improves the
quality of reconstructed image by less penalizing pixel difference
across edges than traditional TV regularization. It outperforms



Fig. 7. The reconstruction results of the 18th frame in Carphone with different methods, (a) LR frame, (b) Bicubic, (c) MASK, (d) I-IBP, (e) RMAP, (f) BTV-L1, (g) PRO-I method
and (h) PRO-II method.
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other method obviously. Fig. 5 illustrates the frame-by-frame PSNR
results for Foreman. Obviously the PRO-II method outperforms
others for every frame. It shows that our proposed methods are
more robust and achieve better results for each frames, while the
BTV-L1 method is not so robust and its performance fluctuates
obviously. Table 3 illustrates the similar experimental results on
LR frames generated by blurring the HR frames with a 5� 5 low-
pass filter and then down-sampling them with decimation factor
3 in both directions. The similar conclusion can be made.

In Figs. 6 and 7, we demonstrate the subjective results of the
reconstructed high resolution frame from simulated LR videos,
which is blurred with known Gaussian filter and downsampled
from high resolution videos. From the results, we can see that
the PRO-II method produces more visually pleasing results than
other methods, especially around the edges of the numbers in
the red box region. In Fig. 8, we apply the super-resolution meth-
ods on the real videos, which are captured with mobile device.
Since it is difficult to estimate the point spread function, we also
take Gaussian filter in the observation model. From the results,
we can see that the Bicubic and MASK blur the high resolution
images. Although the RMAP and BTV-L1 methods improve the
reconstruction quality to some extent, they are still inferior to
our proposed method. Especially in the plate number area, the
super-resolved image by the proposed method is much clearer
and easier for recognition. We implement our proposed method
with C++ program language and compile it by Microsoft Visual
Studio 2010, 64-bit. We evaluate the computation complexity of
the proposed method by the average running time. The tests



Fig. 8. The reconstruction results of the 4th frame in real video with different methods, (a) LR frame, (b) Bicubic, (c) MASK, (d) I-IBP, (e) RMAP, (f) BTV-L1, (g) PRO-I method
and (h) PRO-II method.
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are run on Windows 7 64-bit and the CPU in tests is Intel(R)
Core(TM) i5-4570@3.20 GHz. For each QCIF frame, it needs about
5s to reconstruct a HR frame on average. The program is
implemented without any optimization and the running time
can be largely reduced by programming optimization and parallel
techniques.
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7. Conclusion

In this paper, we propose a robust video super-resolution
method. The main contributions include registration-reliability
regulated data-fidelity and content adaptive total variation regu-
larization. Extensive experiments are conducted on simulated
and real video sequences. Both objective and subjective results
demonstrate that our proposed method outperforms the existing
methods remarkably, especially for videos with complex motion.
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