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ABSTRACT

Research on Behavior Understanding Algorithms Based on

Representation Learning

Wentao Zhu (Computer Application Technology)
Directed by: Prof. Yizhou Wang

ABSTRACT

With the continuous advancement of artificial intelligence and the increasing power of
multimodal perception, a deep understanding of human behavior and semantic reasoning has
become a fundamental building block for developing human-centered intelligent systems. The
task of behavior understanding is evolving from traditional low-level action recognition to
high-level semantic modeling and social-cognitive reasoning. Human behavior is inherently
complex, encompassing not only physical motion modeling but also cognitive-level inten-
tion recognition, mental state inference, and social-level multi-agent interaction and coordina-
tion. In recent years, representation learning has emerged as a unified, data-driven modeling
paradigm for high-dimensional data. By constructing structured and generalizable intermedi-
ate representations, representation learning enables compact and efficient mappings between
high-dimensional observations and high-level semantics, thus significantly improving model
transferability and generalization. With the development of techniques such as self-supervised
and contrastive learning, the integration of behavior understanding and representation learning
has become a research frontier. Against this backdrop, how to construct structured and seman-
tic behavior representations via representation learning—suitable for multi-level perception
and cognitive tasks—has become a crucial scientific question in AI. However, the field still
faces several challenges, including learning generalizable behavior representations, modeling
spatiotemporal structures, interpreting implicit representations, unifying representations for
understanding and embodiment, and capturing hierarchical social behavior. To address these
challenges, this thesis conducts an in-depth investigation centered on “Behavior Understand-
ing Algorithms Based on Representation Learning” , with the following major contributions:

(1) To tackle the limited transferability of behavior representations across tasks and weak
modeling of spatiotemporal structures, this work proposes MotionBERT, a pretraining frame-

work for human motion representation learning. Traditional methods often train task-specific
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models on task-specific data, which hampers performance in downstream tasks such as 3D
pose estimation, action recognition, and human mesh recovery. To enhance generalization, this
work leverages large-scale heterogeneous motion data for pretraining, aiming to learn a unified,
general-purpose motion representation. MotionBERT employs a dual-stream spatiotemporal
transformer architecture to jointly model the spatial structure of human skeletons and temporal
motion dynamics. A 2D-to-3D motion reconstruction task is introduced during training, en-
couraging the model to recover full 3D motion sequences from partial 2D observations. This
helps the model learn robust and generalizable representations. Experimental results show that
the proposed framework achieves state-of-the-art performance on multiple tasks—especially
in 3D pose estimation—and enables high-performance transfer under low-data conditions. It
improves motion modeling accuracy and offers a unified modeling paradigm for multi-task

behavior understanding with strong scalability.

(2) To address the limited interpretability of implicit representations in current behavior
understanding models, this work investigates whether machines can model and reason about
others’ mental states, exploring whether internal representations exhibit attributes of Theory
of Mind (ToM). Although large language models (LLMs) have recently demonstrated surpris-
ing capabilities in social reasoning tasks, it remains unclear whether these abilities stem from
genuine modeling of mental states such as beliefs and intentions. Do machines form mental
representations? If so, can these be identified, interpreted, or even manipulated to enhance
reasoning? To this end, a series of experiments reveal the existence of neural representations
related to belief states within LLLMs, which can be extracted via linear decoders. Additionally,
a belief manipulation experiment demonstrates that targeted modulation of these internal belief
representations significantly alters model behavior in tasks such as action prediction and social
attribution. This research not only unveils a potential mechanism underlying the emergence of
ToM-like properties in LL.Ms but also provides a novel theoretical and technical path toward

building explainable and socially intelligent Al systems.

(3) To bridge the gap between behavior understanding and embodied execution, this work
proposes a unified behavior representation learning method that models both observation and
execution in a coordinated manner. Inspired by mirror neuron studies—which reveal that ob-
serving and executing an action activate overlapping neural populations—this work aims to
capture the deep coupling between action understanding and physical embodiment. Exist-
ing machine learning approaches typically treat these tasks independently, lacking a shared

representation space. Starting from the empirical observation that observation and execution
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representations tend to align spontaneously in unsupervised learning, this work designs an ex-
plicit alignment mechanism: two linear projectors map the two types of representations into
a shared latent space, where a contrastive learning objective maximizes mutual information
between aligned pairs. Experiments show that this method not only enhances performance in
both understanding and execution tasks but also promotes synergistic transfer between them,
boosting the expressiveness and generalizability of behavior representations.

(4) To move beyond single-agent behavior prediction and better model multi-agent in-
teractions and strategies, this work develops a unified system that integrates 3D perception
and cognitive modeling, along with a novel dataset—the “May Fourth” Basketball Training
Dataset—featuring rich behaviors such as teamwork, tactical strategies, and social interactions.
A cognitive hierarchy-based social behavior prediction algorithm is proposed. To support high-
quality data collection, this work designs an efficient multi-view motion capture system. By
adopting an orthographic projection strategy, the system significantly reduces computational
cost while maintaining accuracy, achieving a tenfold speedup with real-time performance. On
the modeling side, the proposed method combines multi-agent reinforcement learning and gen-
erative adversarial imitation learning to build a social prediction network with cognitive reason-
ing capabilities, effectively capturing interaction structures and decision-making logic among
agents. Experimental results show that the proposed method outperforms traditional sequen-
tial models in multi-person interaction tasks, demonstrating superior strategy modeling and
prediction, especially in team sports scenarios. This study not only validates the feasibility of
social behavior prediction but also advances behavior modeling from individual-centric anal-
ysis to a multi-agent cognitive paradigm. The system has been practically deployed through
collaboration between the Department of Physical Education and the Computing Center at

Peking University, supporting teaching and training analytics in sports.

KEY WORDS: Artificial Intelligence, Deep Learning, Representation Learning
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