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Abstract. Video broadcasting is becoming more and more popular in wireless
networks. However, the existing digital coding and transmission approaches can
hardly accommodate users with diverse channel conditions, which is called the
cliff effect. Recently, a novel video broadcasting method called SoftCast has
been proposed. It achieves graceful degradation with increasing noise by making
the magnitude of the transmitted signal proportional to the pixel value and using
a novel power allocation scheme. In this paper, we propose a novel video
broadcast method that exploits deep convolutional networks and group based
sparse representation. It utilizes the channel condition information generated
from decoder to optimize the decoding process and reduce the various artifacts
caused by source and channel coding. By utilizing soft video broadcast trans-
mission, it achieves good broadcast performance and avoids the cliff effect. The
experimental results show that the proposed scheme provides better performance
compared with the traditional SoftCast with up to 1.5 dB coding gain.
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1 Introduction

Wireless video broadcasting is becoming more and more popular in our daily life and
its purpose is to transmit one video signal simultaneously to multiple receivers with
different channel conditions. The main challenge we face is the difficulty to provide
receivers with video quality that matches their channel conditions. The traditional
wireless broadcasting design such as DVB-T standard [1] that combines a layered
transmission scheme [2, 3] and scalable video coding (SVC) scheme [4, 5] is one of the
typical wireless video broadcasting schemes. SVC encodes the video signal into one
base layer (BL) and multiple enhancement layers (EL). In transmission, the hierarchical
modulation (HM) [6] superimposes the multiple layer bits in one wireless symbol and
allows the user to decode different numbers of layers according to their own channel
condition. However, the layered scheme reduces both the compression efficiency and
the transmission efficiency.

Recently, a novel solution of wireless video broadcasting called SoftCast [7] is
proposed. The SoftCast consists of four steps: DCT transform, power allocation,
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Hadamard transform and direct dense modulation. DCT transform compresses the
video frame by removing the spatial redundancy of a video frame. Power allocation
reduces the total distortion by optimally scaling the DCT coefficients. Hadamard
transform can make each packet with equal importance as a protect-coding. The most
attractive difference between SoftCast and traditional approach is that SoftCast directly
map the data into wireless symbols by a very dense Quadrature Amplitude Modulation
(QAM). At decoder side, SoftCast uses Linear Least Square Estimator to reconstruct
the video frame.

Although SoftCast achieves graceful degradation with increasing noise by making
the magnitude of the transmitted signal proportional to the pixel value and using a
novel power allocation scheme to against the channel noise, it still has room for
improvement. Compression and transmission in its nature will introduce undesired
complex artifacts, which will severely reduce the users’ experience.

In recent years, several soft video broadcast schemes have been proposed [10, 11].
Meanwhile, a number of sparse coding based methods for image restoration [12, 13]
have been developed and deep learning has shown impressive results on vision
problems [8, 9]. In this paper, we utilize convolutional neural networks and sparse
coding based representation to achieve a video multicast method with less compression
and transmission artifacts. The encoder compresses the video frame by linear trans-
formation and uses power allocation to minimize the distortion caused by channel
noise. The decoder utilizes LLSE and inverse transformation to reconstruct the video
frame. However, the decoded frame usually has some artifacts. The proposed scheme
utilizes group based sparse representation to reduce the distortion produced by com-
pression and CNN to reduce the distortion produced by transmission.

The rest of the paper is organized as follows. Section 2 describes the encoding and
decoding process of the proposed scheme. The performance of our scheme is showed
in Sect. 3, followed by concluding remarks in Sect. 4.

2 Proposed Scheme

At the encoder side, video frames are coded by block based DCT transform to com-
press the data and the coded components are scaled by power allocation to minimize
the distortion cause of channel noise, and then transmitted to users with different
channel conditions. In the traditional digital video transmission method, cliff effect
affects the users’ decoding experience. In our method, the scaled coefficients are
directly transmitted through soft broadcast without syndrome coding over a very dense
constellation that avoids the cliff effect. At decoder side, it uses LLSE to reconstruct the
video frame. Since group based sparse representation model can utilize the intrinsic
local sparsity and non-local similarity of nature image at same time, we exploit group
based sparse representation to reduce the blocking artifacts caused by block based
video compression. With initial reconstruction, we exploit convolutional networks to
reduce the distortion caused by soft video transmission, since convolutional networks
can extract features formed by different quality of channel noise and restore the
decoded frames for different channel conditions (Fig. 1).
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2.1 Video Compression

Since video frames are relatively smooth and show spatial correlation. The proposed
method exploits this property to compact the information in frames by taking block
based DCT of pixel values. Traditional video coding scheme works with the
assumption of a known channel, and encoder quantizing the DCT values as much as
desired. This kind of quantization will force all receivers to the same reconstruction
quality.

The proposed scheme divides the input frame into blocks, then it takes block-based
DCT on this matrix to transform the frame from spatial domain into frequency domain.
In general, the DCT components in the right bottom corner stand for high spatial
frequencies and have low values, close or equal to zero. We can compress the video
frame by discarding the zero value DCT components while these components have
limited impact on the information in a frame. However, this kind of compression will
cost a large amount of metadata to the decoder side to express the specific location of
these discarded DCT components.

To reduce the metadata for the high frequencies DCT components, it divides the
DCT values into bands and operates on bands. Specifically, we group DCT compo-
nents in same position of each blocks into one band. Then we make one decision for all
DCT values in a band. As we known, high frequencies components usually concen-
trated in same region, making one decision for a whole band can provide close per-
formance with discarding individual DCT components. Since the proposed method has
discarded few bands, it is much simpler to express the location of these bands than
specific location of every discarded DCT components.

2.2 Power Allocation and Transmission

The power allocation can be treated as a protection method for each frequencies of the
transmitted signal. Let P be the total power of transmission and gRi be the scaling factor
of Ri that donates DCT components. According to [7], gRi is given by

Fig. 1. Flow graph of the proposed scheme
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where ki is the variance of i-th frequency DCT value and K is the total number of
frequencies. We define a diagonal matrix G ¼ diagfgR1 ; gR2 ; . . .; gRKg, the signalM can
be represent as M ¼ G � R. The ki needs to be transmitted as metadata to decoder side.

After the power allocation, we want to maximize proposed method’s resilience to
packet loss. We can generate packets with equally important by multiplying by a
Hadamard matrix H, let, i.e.

U ¼ H �M ¼ HG � R ¼ C � R ð2Þ

In PHY layer, the metadata and DCT value are transmitted in different ways. Since
the metadata needs to be transmitted without any error, we use conventional way to
send the metadata. The encoder applies 8-bits scalar quantization on metadata and the
quantization results are compressed by variable length coding (VLC). The compressed
bit-stream is transmitted by the standard 802.11 PHY layer with FEC and modulation.
To well protect the metadata, we use a 1/2 convolutional code and BPSK modulation.

Unlike the metadata, the signal consists of real values rather than binary values.
In PHY layer, these real values are first mapped to complex symbol directly by 64K
QAM constellation. Every two integers are quantized by an 8-bit quantizer and com-
bined into one complex symbols as the output of the 64K QAM constellation. Given a
set of complex time-domain samples, an inverse FFT is computed on each packet of
symbols. The real and imaginary components are first converted to the analogue
domain using D/A converters, the analogue signals are then used to modulate cosine
and sine waves at the carrier frequency respectively. Then these signals are summed to
give the transmission signal. With such aforementioned direct source and channel
mapping method, it can let the reconstructed quality matching the channel condition in
proposed method.

2.3 LLSE at Decoder

Here we define N as channel noise, and the received signal can be represented as

Û ¼ UþN ¼ HG � RþN ð3Þ

And the received signal can be recovered by first LLSE estimator in transform
domain as follows

R̂ ¼ RrC
TðCRrC

T þRNÞ�1Û ð4Þ

where Rr and RN are the covariance matrices of R and N. At high CSNR, the LLSE
estimator simply inverts the encoder computation. At high CSNR, one can trust the
measurement. At low CSNR, one cannot fully trust the measurements and it is better to
re-adjust the estimate according to the statistics of the DCT components.
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2.4 Group Based Sparse Representation for Deblocking

Due to block based DCT and power allocation, soft video broadcast usually results in
visually annoying blocking artifacts in coded videos. Since the sparse representation
performs well at removing the blocking artifacts and obtain visually acceptable quality
for block based DCT coded videos. In the proposed method, we formulate the GSR
based deblocking algorithm though maximum a posteriori (MAP) framework.

Here we define, that given first decoded video frame x̂ and the input frame x,
processed frame can be obtained by:

y ¼ argmax logðpðx̂jxÞÞþ logðpðxÞÞ ð5Þ

where the first term represents data-fidelity, and the second term corresponds to image
priors. Inspired by the success of image group based sparse representation, the opti-
mization problem for frame deblocking through MAP is formulated as

y ¼ argmax logðpðx̂jxÞÞþ logðpGSRðxÞÞþ logðpQCðxÞÞ ð6Þ

where pGSRðxÞ and pQCðxÞ stand for GSR prior and QC prior, respectively.
The decoded video frame contains transmission and compression noise. The GSR

part focus on the compression noise which main causes the blocking artifacts. With the
Gaussian compression noise model and compression noise variance r2com, the first data-
fidelity term can be formulated as

logðpðx̂jxÞÞ¼ � 1
2r2com

x� x̂k k22 ð7Þ

The group based sparse representation model [14] assumes that a few atoms of a
dictionary can represent each group of image blocks. The sparse coding process of each
group over dictionary is seek a sparse vector xGk � DGkaGk . Then the whole image can
be sparsely represented by the set of sparse codes faGkg in the unit of group. So the
second term in the Eq. (6) can be formulated as

logðpGSRðxÞÞ ¼ �g aGk k0 ð8Þ

where aG denotes the concatenation of all aGk and imposes the sparse codes vector aG
to be sparse. In order to incorporate QC prior, we define the indicator by X as

wðxÞ ¼ 0; if x 2 X
þ1; if x 62 X

� �
ð9Þ

where X is the range of scaled DCT coefficients. The third term can be formulated as

logðpQCðxÞÞ ¼ �wðxÞ ð10Þ

Utilize the above priors, the deblocking minimization problem can be formulated as
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ðâG; D̂GÞ ¼ arg min
aG;DG

1
2r2noise

DG � aG � x̂k k22 þ k aGk k0 þWðDG � aGÞ ð11Þ

which can be solved by the framework of split Bergman iteration. Equation (11) is
equivalently transformed into three iterative step and each separated sub-problem can
acquire an efficient solution. After we get âG and D̂G in hand, the de-blocked frame can
be reconstructed by y ¼ D̂G � âG.

2.5 Convolutional Networks for Artifacts Reduction

Since the input frame is compressed by the band based coding and transmitted though
the OFDM channel, the reconstructed frames usually have some compression and
transmission artifacts. Since deep learning has shown impressive results on low-level
vision problems, convolutional networks can extract features formed by different
quality of channel noise and restore the decoded frames for different channel condi-
tions. We adopt convolutional networks to cope with the compression and transmission
artifacts. The whole convolutional networks are shown in Fig. 2.

There are four layers in the restoration networks, each of which is responsible for a
specific task. The first layer is used for patch and feature extraction, which extracts
overlapping patches from the compressed frame and represents each patch as a high
dimensional vector. The second layer can be seen as the feature enhancement layer
which extract features from the n1 feature maps of the first layer and form a new set of
feature maps. After feature enhancement layer, at the third layer, we apply non-linear
mapping layer to represents a high quality patch by a high dimensional vector. The last
layer stands for reconstruction and it produce the final high resolution frames. The
entire network can be express as:

FiðyðcÞÞ ¼ maxð0;Wi � yðcÞ þBiÞ; i 2 f1; 2; 3g;
ŷðcÞ ¼ W4 � F3ðyðcÞÞ þB4

ð12Þ

Fig. 2. Convolutional networks for video frame restoration
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whereWi and Bi represent the filters and biases of the i-th layer respectively. c represent
the channel condition. Fi is the output feature map and � means the convolution
operation. TheWi has ni filters with size of ni�1 � fi � fi and n0 represent the number of
channels in the input frame. Rectified Linear Unit (ReLU;max 0; xð Þ) is applied on the
filter responses.

Here, we define the set of un-coded frame as ground truth and represented by fxig.
The coded frames form a set called fyig and each xi has its corresponding yi. We
choose Mean Squared Error (MSE) as the loss function:

LðXÞ ¼ 1
n

Xn
i¼1

FðyðcÞi ;XÞ � xci

��� ���2 ð13Þ

Here X ¼ fW1;W2;W3;W4;B1;B2;B3;B4g, n is the number of training samples.
The loss is minimized using stochastic gradient descent with the standard back
propagation.

3 Experimental Result

In experiments, we evaluate the performance of our proposed method in video unicast
and multicast. We compare our scheme with SoftCast and H.264 which use standard
802.11 PHY layer with FEC and QAM modulations. The experiment method broad-
casts the same video to users with different channel SNR.

We use over 400 images of size 180� 180 for training. The training images are
decomposed into 64� 64 sub-images and then the compressed and transmitted sam-
ples are generated from the training samples with SoftCast decoder. A total of 204,800
patches are sampled with a stride of 20 on the training images. The learning rate is set
as 10�5 in the last layer and 10�4 in the remaining layers. The convolutional network
settings are f1 ¼ 9; f10 ¼ 7; f2 ¼ 1; f3 ¼ 5; n1 ¼ 64; n10 ¼ 32; n2 ¼ 16; n3 ¼ 1. A speci-
fic network is trained for each 5 dB CSNR range.

The test sequences are ‘foreman_cif.yuv’, ‘news_cif.yuv, ‘mother_cif.yuv and
‘bus_cif.yuv, respectively. The video frame rate is 30 Hz. The coded signal is trans-
mitted over OFDM channel with AWGN.

We compare the proposed method with SoftCast and the conventional frameworks
based on H.264. For conventional framework, we implement 4 recommended com-
bination of channel coding and modulation of 802.11. We calculate the corresponding
bit-rate according to the bandwidth for H.264 encoder. For the proposed method, there
is no bit-rate but only channel symbol rate. The video PSNR of each framework under
different channel SNR is given in Fig. 3 which shows that all the four conventional
transmission approaches suffer from a very serious cliff effect. In contrast, the SoftCast
and the proposed method do not suffer from the cliff effect. As the channel SNR
increases, the reconstruction quality increases accordingly. Figure 5 gives the perfor-
mance comparison on different video sequences. Since GSR based compression artifact
reduction scheme and deep convolutional networks based transmission artifact
reduction scheme performs well in decoded frame restoration. Figure 6(c) and
(d) shows that under similar PSNR, the proposed method not only reduce most of the
artifacts, but also provides better reconstruction on both edges and textures.
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We then let the frameworks serve a group of three receivers with diverse channel
SNR. The channel SNR for each receiver is 5 dB, 10 dB and 20 dB. In conventional
frameworks based on H.264, the server transmits the video stream by using BPSK. It
cannot use higher transmission rate because otherwise the 5 dB user will not be able to
decode the video. In both of SoftCast and the proposed method, the server can
accommodate all the receivers simultaneously. Using our method, the 5 dB user will
get slightly lower reconstruction quality than using H.264 based conventional frame-
works. However, the 10 dB and 20 dB users get better reconstruction quality by using
our method than conventional frameworks. The test result is given in Fig. 4.

Fig. 3. Robustness comparison
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Fig. 4. Multicast comparison
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(a) foreman            (b) news

(c) bus                                                 (d) waterfall

Fig. 5. Broadcast performance on different sequences

(a) SoftCast (Same CSNR)     (b) Proposed (Same CSNR)

(c) SoftCast (Similar PSNR) (d) Proposed (Similar PSNR)

Fig. 6. Visual quality of ‘foreman_cif’
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4 Conclusion

The proposed scheme in this paper provides a novel method for video broadcasting. By
utilizing band-based coding, power allocation, group based sparse representation and
convolutional networks, it fully exploits the ability of deep learning and sparse coding
to deal with vision problems and effectively reduces the artifacts caused by compres-
sion and transmission. By utilizing soft broadcast, it achieves good broadcast perfor-
mance and avoids the cliff effect. Finally, it achieves wireless video broadcast system
which matches modern wireless video broadcast demand perfectly.
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