W

mE

SOt TEOR, VEOUTE RIS . G 5RBH S5 N Y r P P 0 S ke B ) O
BoR, EOATH RN 5 B 22 A8 AU % DR T ML G IR B A RS A2 5K
P37 7 P T W 0 5 2 PR, 5 TR AR L) 32 ml 45 ) LB X 37 S A AR 2 ok
RLEAEEE S YRR AR LA S M il B R BEAT AT O AT T, R
N S BAE. AT, BT E AN R R s Ve R, DU TR A
WS AN SO S AR I R SR A B R B rT AR, H AT = SN ot Al T
IR R FE T o BT XFIX— Al L, AN SO FU3k - fif i 22 T O E IR S AR R I = 417 55
JE R AT ARG THERE, SEBL T X =AM SR AR IR B T A B R 1, Hole
WK R BAT R BT gm0 FE B R G AR AR 55 T kD D IR 20 AR5 80 45 Rk
D FUSIJRIR TR, AR St — 0 R B = AN SOB IR N BE 1 5I AACRPE R R S 1F
AT, BeA RO B S OISO R B g R 4 R P . i T ARINLBGE S B
B, AL BB DUAR ™ B AOE IR AR — k. BRI — [, ARSI TR X 8
S 5 ) 2 LA MR = Y i SR LB, R A R AR S T A T S S SCEE Y
Yy SOl T i o = R SR YT RO . ARSI AR R AR S LU LA T -

(1) X AN A7 5 P OCIR SR AT AR 1R ] AR 5 R sh A Ve A 1, R
SCHIEFERS 2 A7 5 R 8 R AR WA [R) RS20 R 20 A, A B2 Xt o ) A8 R B 1) i ) '
PSS, e o 381 S o 28 X 4 A D T i 5D 22 T R B AT O AT o, B T SE AR R )
FANpFRA AT AR T i, ASCE X = A SR A RO BT T
BT RT3 i D oxet R 2  TO R Y 4 SR — S80S o R 2 3 T ) P AR R L 1 =3 S
ARFR gy, IR DR ORI E . KRFDEIR . RO, BTN EE NIy, Z&
NEASHCR B MEN A G E . KR, ASCHREH 1 = A7 5t R Bl A e Bl T 505
SOLD-Net, 28 HEZE b 42 J5) it [ 2 B — A B 45 A1 RS S 6 I 2 A — T e s B 1543
ANTR] G B RS 73 X L PR A 2 ) 2% G B B 2 ), 17 o't B T 9 48 40 7 i 20 2 I
G B 2 (8] R s T BEAT R AT ARG A Th . D TR R I R BRI B =, AR
PR Jo 8 55 R T 2 A 18 o S5 e 8 SRR AR 21 1 2 PRI e L5 e £, JF
HEREE 7 E A 52 3 e 3h 2510 Bl JEDG IR TE B IS = 407 5t R i m] A2l e
o N T RAEFIEIIA RN, A& R MBS 5ldE LT 1 2R el
THAUR B AL TH S S2 0 PRAl, SRI6 45 R 2R SOLD-Net B00f H 7 iR AE K BH AL & it
EOG R HE A IR S ORISR 38T . BbAh, ASGE R 7RI R g k. e
T RIS AT S e HRAR T 45 AR R U A3 AN N s

(2) BFXF H it 3895 10 BG RT 95 G 4 75 K 55 D' MUY 20 AR T R G 4 P RO A A2

I



B R AR

AT FEAE BB G BB 51N L7 5O IR RE 77 MR IE B 6 B A 6 AT 24
R EBEAT 55, i TP B R B ) 5 U B B g R R T S N, SeBl 1o
HELSAE R = M B G i . ik, ASSCULEHR AT B bl ydtat, $2H 7OEi
SRR B S5 A B 25 1A 2% S ABRINT I 4o 22 I 2% 55002 LuminAlIRe. A AR EALSH
AR IR, IR 2 7RSI N R = A7 SOEIRURNRE ), 2Em MBI
TSR XA TH7 5 =4I, RS0l A A\ 12 ] [X 4837y St B A o x
=4 JUT . O 7 R = 4R 18] G IR AR AT 200 B T 4RI, AR SCRLE T
WVE ST R R B AR, Gl FBARHEAT b A5 B R I, 035 F 2 ] X ]
REXT L A0 ORI Ol IR TR A AT 8 5 M o e P 2 A A7 S e
FARDCH R LA, I RAARRE N T BB s A R BURLE )
ST SRR, ASCHEM IR RE A T 2 )2 908 ARSI s ) Beit . AL
i AR A S R PR REAT 0 AR ) R SRS AR SR T S R 4R Car-
LUMINAIRE, FEZ30E 4R AT 1S de YAl LUK A P 9T U84 278 LuminAlIRe AHEC TR
SIS R AT 240 SR (R VAR DG IR S OMATE 1 RS B 2T . eAh, A0
J&7R T LuminAlIRe FIFZALYE, PARANFEIR B 24T AN LARTSR AT e I 7 37 55 i
B BB

(3) Xt =4Ed7 5 50 B B i 5 00 R YL A O BIL S 7 3R 5 SR AL A B0 1 A7 42 ™
SO LA = SCPE R e, AR SCHIF ST A Y 22 A A Bk AT BE S8 B (1 3 SO TR
fENT, KU R BT s R A A, Il AR v] S E AR 2 T 51 NI 5t )
BOCREEL, SeIL 7 RBEMI R = 4EE @ ST, v, AUl =4k ik IR 2L
PRyl SE G R, NN SBT3 5t I A 1A A 1) ey B T e S S0 HE B 5 g A
$eH T SpecTRe-GS ik . AR =4 mlir m = AP N RRIE, WAL
BN EROL I B, s eHbiE e N =4t =i oo b ) LR R e 5 %5 (s I
KPR RN T RIS U SR B . XT3 SRR, A5l
1o S B AN I S 70, LR A TE DR 98 S o0 B AT A T S ) 2R LA
b fE R oo ARSI T A =4k R e 2B ERE e, T A AL
sARLE AR LIRS RN C I, B 2 R AE B 5 AT S8 BE N R R e AT 5 B
REIF B Al FEGAE R SRR . AR 15658 51 3 it 2 = I 2k
fuesens, EINGRIpIIYME S i DUk /5 248 L dliatl, eI Zrja HiE e
LRGSR A5 B SRS A0 1 S S AT 45 R . ASCHE & B B 5 S il Bt
7 7L & CROG AR AT S8, 45 R W] SpecTRe-GS RE AU B4 1 ) LA B 4 Jo &
5P I S N SO B . AL, ASCIE IR T SpecTRe-GS X AN Al R At 244 1) =
AR B SO ROR ) 2 MADESENE . T =43 gn A A N R

Rytia]: JelAhTE, HEG, B, =M

I



ABSTRACT

Research on Image-based Outdoor Scene Illlumination

Decomposition and Analysis

Jiajun Tang (Computer Application Technology)
Supervised by Prof. Boxin Shi

ABSTRACT

Scene illumination decomposition and analysis, as a key technology for ensuring realis-
tic experiences in virtual reality (VR) and augmented reality (AR) applications, has become
a core research topic in the interdisciplinary field of computer vision and computer graphics.
Due to the limitations of professional illumination measurement instruments in practical sce-
narios, image-based methods for decomposing scene illumination as environmental lighting,
object materials, and geometry for analysis within the physics-based imaging formation model
have emerged as a mainstream research paradigm, offering significant application potential
and value. However, current outdoor scene lighting estimation faces critical challenges: the
extremely high dynamic range (HDR) characteristics of outdoor scenes, as well as spatially-
varying lighting caused by local object occlusions and inter-reflections in light transport phe-
nomena, lead to suboptimal estimation accuracy. In response to this problem, this thesis pro-
poses a spatially-varying lighting estimation algorithm with a disentangled parametric rep-
resentation of lighting, achieving accurate estimation of spatially-varying lighting in outdoor
scenes while maintaining high editability. Furthermore, in response to the lack of photorealism
in image editing tasks due to insufficient illumination-aware constraints, this thesis integrates
single-image outdoor scene illumination decomposition and analysis into representative con-
ditional image repainting methods, effectively embedding physically plausible illumination
effects into edited results. Finally, in response to the severe ambiguity in illumination de-
composition and analysis caused by information loss in single-view camera projections, this
thesis develops a multi-view image-based illumination decomposition and analysis algorithm
for highly specular scene reconstruction, enabling high-quality 3D reconstruction and inverse
rendering for scenes with high-frequency spatially-varying specular reflection content. The
main contributions of this thesis include:

(1) In response to the spatially varying characteristics and extremely high dynamic range

of illumination conditions in outdoor scenes with complex occlusions, this thesis explores
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the decomposition and analysis of different components in spatially varying outdoor lighting.
Based on this analysis, a disentangled latent space encoding framework is proposed for light-
ing modeling, and an end-to-end neural network is designed to perform lighting estimation
within the learned latent space, achieving more accurate spatially varying lighting estimation
for outdoor scenes. To this end, this thesis first analyzes the spatially varying environmental
lighting in outdoor scenes, decomposing it into a spatially-uniform component correspond-
ing to sky dome and a spatially-varying component corresponding to local scene appearances.
These components are further disentangled into interpretable parameters, including sun posi-
tion, sun light, sky light, and spatially-varying local content, forming a compact and editable
representation. Correspondingly, this thesis proposes the SOLD-Net for spatially-varying out-
door lighting estimation with disentangled representation. The network architecture includes a
global lighting encoder-decoder and a local content encoder-renderer to learn latent spaces for
different lighting components, and a Spatially-varying lighting estimator that predicts spatially-
varying lighting within the learned latent spaces. To address the scarcity of high-quality train-
ing data, this thesis employs data augmentation strategies, such as material diversity augmenta-
tion and lighting condition augmentation, to generate diverse synthetic datasets with high pho-
torealism. Additionally, the first real-world HDR dataset with comprehensive ground-truth
annotations for spatially-varying outdoor lighting is collected. Experimental evaluations on
both synthetic and real-world datasets demonstrate the effectiveness of the proposed method.
Results show that SOLD-Net significantly improves over baseline methods in sun position es-
timation and object relighting accuracy. Furthermore, this thesis showcases the editability of
the disentangled lighting representation, the generalizability of the lighting estimation network,

and practical applications such as virtual object insertion under estimated lighting conditions.

(2) In response to the growing demand for controllable image editing and the insufficient
integration of illumination-aware constraints in existing methods, this thesis explores the in-
corporation of scene illumination decomposition and analysis into image editing workflows,
aiming to achieve photorealistic and illumination-harmonized editing in outdoor scenes by
introducing physics-based constraints derived from illumination decomposition and analysis.
Building upon conditional image repainting, this thesis proposes the LuminAIRe framework
for illumination-aware conditional image repainting. LuminAIRe employs a lightweight para-
metric illumination modeling for estimating 3D scene lighting conditions from background
image regions with learning-based priors and analogously estimate 3D scene geometry from
user-specified scene parsing masks. To bridge 3D lighting and geometry constraints with 2D

image editing, LuminAIRe implements a physics-based rendering pipeline that generates il-
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lumination candidate images using predefined standard materials, and an illumination atten-
tion module that dynamically weights these candidates and gives the final illumination image
based on user-specified material properties and scene parsing masks. For enhanced robust-
ness, the framework incorporates hierarchical labeling enhancement during training to handle
varying granularities of input scene parsing masks. A synthetic dataset, CAR-LUMINAIRE, is
constructed by inserting virtual vehicle models into real outdoor scenes, providing paired data
for training and evaluation. Experimental results and user studies demonstrate LuminAIRe’s
superior performance in illumination realism and visual harmony compared to constraint-free
editing methods. Additional analyses verify LuminAlIRe’s generalization capability across di-
verse material/geometric conditions and its robustness to noisy input scene parsing masks.

(3) In response to the practical requirements for complete 3D scene reconstruction and
inverse rendering, as well as the severe ambiguities in lighting, material, and geometry caused
by single-view observations, this thesis explores the use of multi-view images for more com-
prehensive illumination decomposition and analysis. To achieve 3D reconstruction and decom-
position of highly specular scenes, this thesis proposes a shading model for highly specular sur-
faces and integrates indirect lighting into a differentiable rendering optimization framework.
To this end, this thesis proposes SpecTRe-GS to model highly Specular surfaces with reflected
nearby objects through tracing rays in the 3D space within the Gaussian splatting framework.
SpecTRe-GS represents scenes using 3D Gaussian point clouds, models direct illumination
components with optimizable environment maps, and accumulates geometric and shading at-
tributes from 3D Gaussian units rasterization to derive normal maps and material maps in
camera views. For highly specular surfaces, diffuse and specular reflections are separately
modeled: the view-independent diffuse color is directly stored as attributes in Gaussian units.
This thesis implements an efficient ray tracer for querying view-dependent incident lighting in
3D Gaussian point clouds, with final rendered images used to compute reconstruction errors
and optimize scene representations through the differentiable framework. A prior-guided pro-
gressive training strategy is employed, where geometric initialization is rapidly achieved using
monocular normal priors during early steps, followed by joint lighting-geometry optimization
in later steps for refined reconstruction and decomposition. Experiments on synthetic and real-
world datasets demonstrate that SpecTRe-GS achieves superior geometric reconstruction qual-
ity and accurate high-frequency specular reflection recovery compared to baseline methods.
This thesis also showcases SpecTRe-GS’s effectiveness in multi-view consistency of specular

effects and practical applications in 3D scene editing.
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