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a b s t r a c t

This paper presents a novel intra prediction algorithm, named position-dependent filtering (PDF), to
improve the intra prediction accuracy. Different from the existing schemes where the samples along
one prediction direction are predicted with the same set of filtering coefficients, in the proposed PDF,
position-dependent filtering coefficients are employed, i.e., different sets of filtering coefficients are
pre-defined for samples with different coordinates in one coding block. For each intra prediction mode,
the set of linear filtering coefficients for each position within one block is obtained from off-line training
using the least square method. Moreover, to further reduce the algorithm complexity, a simplified PDF
(sPDF) is proposed. In sPDF, only a subset of reference samples are used for prediction and the others
are discarded because of the minor contribution to intra prediction. The proposed algorithm has been
implemented in the latest ITU-T VCEG KTA software. Experimental results demonstrate that, compared
with the original KTA with new intra coding tool enabled, up to 0.53 dB of average coding gain is achieved
by the proposed method, while applicable computational complexity is retained for practical video
codecs.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Intra prediction (IP) is an important technique in image and vi-
deo compression to exploit the spatial correlation within one pic-
ture. After intra prediction, the differences between estimated
and real sample values instead of the original ones are coded and
transmitted, known as residues. Good intra prediction techniques
can generate residues with low energy, which is of great impor-
tance for compression. The development of intra prediction tech-
niques has passed several decades. The basic idea can be tracked
back to differential pulse code modulation (DPCM) coding in
1980 [1]. In MPEG-2 [2], transform-domain intra prediction is em-
ployed to handle DC coefficients with DPCM. After that, the related
research is mainly focused on spatial-domain intra prediction with
multiple prediction directions and mode selection [3–5]. One suc-
cessful example is the intra prediction method defined in H.264/
AVC [6]. In H.264/AVC, line-based intra prediction is employed,
where the prediction block is created by extrapolating the recon-
structed samples surrounding the target block along a specific
direction. Moreover, to better capture the local properties of video
signal, H.264/AVC employs flexible macroblock partition modes for
Intra coding, including 4 � 4 (Intra4 � 4), 8 � 8 (Intra8 � 8) and
ll rights reserved.
16 � 16 (Intra16 � 16). For predicting the luminance component,
nine prediction modes (i.e., eight directional modes plus one DC
mode) are employed in both Intra4 � 4 and Intra8 � 8 modes,
and four prediction modes (vertical, horizontal, DC and plane
modes) are utilized for Intra16 � 16. The efficiency of each parti-
tion mode is first evaluated by the encoder using a certain criteria,
and the one which optimizes the criteria will then be selected for
the actual coding.

The recent advances of intra prediction methods for further
coding gain in the literature mainly concentrate on two aspects:
(1) better utilization of neighboring samples and (2) utilization of
global instead of local signal information. For the first aspect, ef-
forts are devoted to investigate more intra prediction modes or
better filtering methods. To capture the local information of neigh-
boring reconstructed samples more accurately, 34 prediction
modes are employed in angular intra prediction for Intra8 � 8
[7], and arbitrary directional intra (ADI) for Intra16 � 16 [8]. The
idea of ADI is similar to angular intra prediction except for the dif-
ferent definition of intra prediction direction. In angular intra pre-
diction, the prediction direction is given by the displacement of the
bottom row/rightmost column of the block and the reference row/
column around the block. While in ADI, the intra prediction direc-
tion is determined by a tuple (dx, dy) which defines the line to be
used to calculate the reference samples of the current pixel. Con-
structing several intra prediction subsets by uniform rotation from
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original predictors of H.264/AVC is introduced in [9]. In [10], bidi-
rectional intra prediction is proposed to combine two kinds of the
existing intra prediction modes. To get better interpolation filter-
ing coefficients, the available reconstructed region within a tem-
plate is used to calculate the filtering coefficients [11]. Liu et al.
utilized two windows of reconstructed pixels from two previous
frames to train the linear prediction coefficients at both encoder
and decoder [12]. In [13], Wang proposed a distance-based
weighted prediction method to improve the prediction efficiency
of DC mode. Later, a weighted cross prediction mode is proposed
[14]. With the revised interpolation method, the decorrelation abil-
ity is enhanced and higher coding gain can be achieved.

For some usual cases, the image blocks have repeated patterns
instead of distinctive direction information. In this case, utilizing
the global information instead of the spatial neighboring samples
will bring in better coding efficiency. Related research works in-
clude intra displacement vector and template matching, etc. [15–
20]. In [15], intra displacement compensation (IDC) utilizes an in-
tra displacement vector per block or partition to get the reference
samples. Other related works including intra prediction based on
template matching using a single template [16], backward-adap-
tive texture synthesis [17], multiple candidates [18], priority-
guided template matching [19] and locally adaptive illumination
compensation [20] are proposed and studied.

In our simulations, it is observed that the correlation among dif-
ferent target samples and reference samples shows diversity.
Therefore, in this paper, a position-dependent filtering (PDF) ap-
proach is proposed to further improve the intra prediction accu-
racy. In PDF, each target sample is predicted by extrapolating the
neighboring reconstructed ones with its own set of linear filtering
coefficients. To obtain these sets of filtering coefficients, the least
square method is used for off-line training. Furthermore, in consid-
eration of computational complexity, the filtering coefficients are
fixed during the encoding or decoding process. Different from the
intra prediction method in H.264/AVC, the sets of linear filtering
coefficients in our proposed method are designed to be both mode-
and position-dependent. That is to say, for different locations of
samples within one block, different sets of filtering coefficients
are employed. With the proposed method, the intra prediction is
further refined and therefore higher prediction accuracy is
achieved. Moreover, to further reduce the algorithm complexity,
a simplified PDF (sPDF) is proposed. In sPDF, only a subset of refer-
ence samples are used for prediction and others are discarded be-
cause of their minor contribution to intra prediction.

The remainder of this paper is organized as follows. In Section 2,
a brief review of the intra prediction method in H.264/AVC is pro-
vided. The proposed PDF are discussed in Section 3, with detailed
descriptions including the motivations, PDF algorithm, filtering
coefficient matrix derivation process, implementation and simpli-
fication. Performance of the proposed method is validated in
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Fig. 1. Spatial intra4 � 4 pr
Section 4 with extensive experimental results and analysis. Finally,
in Section 5, the paper is concluded and some expected future
work is also presented.

2. Spatial intra prediction in H.264/AVC

In H.264/AVC, for Intra4 � 4 and Intra8 � 8 macroblock parti-
tions, nine intra prediction modes are available including one DC
mode and eight directional modes. For example, the directional
modes in Intra4 � 4 are illustrated in Fig. 1(a). The prediction block
is derived by extrapolating the neighboring reconstructed samples
along some direction with fixed coefficients. Fig. 1(b) illustrates 16
samples of one 4 � 4 block which are predicted by the recon-
structed samples of upper and left-hand reference samples of cur-
rent block. The filtering process to obtain the predictor values is
not shown in this figure. In Fig. 1(b), the samples to be predicted
in one 4 � 4 block and their reference samples are labeled as Ci

(0 6 i 6 15) and Pj (0 6 j 6 12), respectively. For brevity, let ~P de-
note a vector containing the reconstructed reference sample values

(e.g., P0 to P12 form a 13 � 1 column vector~P). Let
~
C
_

k denote a vec-
tor containing the predicted sample values of the current coded

block for a specific spatial IP mode k (e.g., predictor values
~
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all samples Ci form a 16 � 1 vector
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Note that, in H.264/AVC, the filtering coefficients of samples along
one specified direction are the same, which will result in one unique
predictor values of samples along one specified direction. For those
samples not along the prediction direction, different reference sam-
ples are used, but with the same filtering coefficients. Let us con-
sider the IP mode ‘0’, i.e., vertical mode, the row vectors of
filtering coefficient matrix W0 for samples C0, C4, C8 and C12 are
the same. They are:

W0ð0; :Þ ¼ ½0;1;0 . . . ;0; 0�;
W0ð4; :Þ ¼ ½0;1;0 . . . ;0;0�;
W0ð8; :Þ ¼ ½0;1;0 . . . ;0;0�;
W0ð12; :Þ ¼ ½0;1;0 . . . ;0;0�:

ð4Þ

While for samples C1, C5, C9 and C13, the corresponding filtering
coefficient vectors are:

W0ð1; :Þ ¼ ½0;0;1;0; . . . ;0; 0�;
W0ð5; :Þ ¼ ½0;0;1;0; . . . ;0; 0�;
W0ð9; :Þ ¼ ½0;0;1;0 . . . ;0;0�;
W0ð13; :Þ ¼ ½0;0;1;0; . . . ;0;0�:

ð5Þ

For other intra prediction modes, the same phenomenon can also be
observed. Thus, this kind of line-based intra prediction can be
viewed as mode-dependent, but can not be treated as totally posi-
tion-dependent.

Although the intra prediction in H.264/AVC shows lower com-
plexity and good coding efficiency, there is still room for further
improvement. As pointed out in [21], the correlation between
two samples is inversely relative to the distance between them.
Therefore, samples at each position within one block should em-
ploy different linear filtering coefficients to derive the predictor.
Intuitively, it is worthwhile to design the prediction filtering coef-
ficients taking both mode and position into consideration.

3. Enhanced intra prediction via position-dependent filtering

In this section, several experimental observations which moti-
vate the basic idea of the proposed PDF will be discussed first. Then
the proposed method will be introduced in detail, including filter-
ing coefficient matrix derivation process and implementation is-
sues. Finally, to further reduce the computational complexity for
practical applications, a simplified PDF algorithm is introduced
with revised efficient reference samples and shorter filter taps,
while maintaining the original coding performance very well.

3.1. Motivation and observations

The line-based intra prediction method in H.264/AVC efficiently
improves the Intra coding efficiency by extrapolating the recon-
structed samples with variable filtering coefficients for different
IP modes. However, in our simulations, it is observed that even
with one IP mode, the samples to be predicted along the direction
always exhibit various correlations with their neighboring refer-
ence samples. To verify this conclusion, the following experiments
have been conducted. Firstly, we choose four frames from each of
eight sequences at 1920 � 1080 resolution to construct a new test
sequence. In this way, the diverse statistical characteristics of nat-
ural images can be approximately covered. Secondly, these 32
frames are coded as intra frames using H.264/AVC. Thirdly, based
on the rate-distortion (R-D) optimization results, the coordinates
of blocks coded in the same IP mode are marked and the corre-
sponding samples of the original input sequence are selected for
calculating the correlation coefficients. The correlation coefficient
is defined as follows:
rCi ;Pj
¼ N
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n¼1Pj;nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where rCi ;Pj
is the correlation coefficient between the ith sample to

be predicted and its jth reference sample. Ci,n denotes the ith sample
value within the nth block. Pj,n represents the jth reference sample
of the nth block. N is the number of blocks coded with the same IP
mode. Fig. 2 depicts the correlation coefficients among samples C0,
C3, C12, C14, C15 and their 13 neighboring reference samples. The cor-
relation coefficients in Fig. 2(a) and (b) are derived with blocks
coded with vertical and diagonal down left directions, respectively.
From these figures, it is not hard to observe that the correlation be-
tween Ci and Pj is variable, even those along the same texture direc-
tion, such as C3 and C15 in Fig. 2(a). Another observation is that each
sample may have several high-correlated reference samples. Take
sample C0 (Mode ‘3’) for example, the correlation coefficients be-
tween C0 and P1, P2, P3, P5 and P6 are all larger than 0.9.

The above observations imply the possibility to further improve
the intra prediction efficiency with revised filtering process, and it
leads us to the idea of using position-dependent filtering method
which is naturally capable to enhance the decorrelation ability
for further coding gain.

3.2. Intra prediction via position-dependent filtering

To maintain applicable computational complexity for practical
video codecs, PDF employs the conventional line-based intra pre-
diction method with fixed interpolation filtering. Each sample
within a target sub-block is also predicted as a linear weighted
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sum of the reconstructed samples around the target block. How-
ever, there are two important differences between PDF and the
conventional method:

(1) PDF employs different sets of filtering coefficients for sam-
ples located at different position within one coding block,
even for those along the IP direction. The derivation process
of filtering coefficients will be described in the following
subsection.

(2) In our proposed PDF, all the samples within one block use all
of the neighboring reconstructed samples around the target
block. Samples located at each position within one block uti-
lize the same set of reference samples. To illustrate this key
difference between the conventional IP method in H.264/
AVC and PDF, the reference samples of both algorithms have
been depicted in Fig. 3. As it is shown in Fig. 3(a), for IP mode
‘1’, the reference sample of sample C11 is specified as P7 in
H.264/AVC. However, in the proposed PDF, there is a group
of reference samples, Pj (j = 0, 1, . . . , 8) for predicting the tar-
get sample, shown in Fig. 3(b).

In summary, in our proposed PDF, for IP mode k, the predictor of
the ith target sample Ci (0 6 i 6 15 for Intra4 � 4; 0 6 i 6 63 for In-
tra8 � 8) can be obtained from its neighboring samples as:

C
_

k
i ¼

XN�1

j¼0

Wkði; jÞ � Pj; ð7Þ

where k denotes the IP mode index. Pj (0 6 j < N) represents the jth
neighboring reconstructed intensity value of Ci. Wk(i, j) is the de-
rived linear prediction coefficient for the (Ci, Pj) pair under IP mode
k. N represents the filter tap, that is the number of neighboring sam-
ples utilized for prediction. To take full advantage of the local infor-
mation, the filter tap is defined as follows.

For Intra4 � 4 modes:

N ¼
13; diagonal down left and vertical left IP modes
9; otherwise:

�
ð8Þ

For Intra8 � 8 modes:

N ¼
25; diagonal down left and vertical left IP modes;
17; otherwise:

�
ð9Þ

The corresponding neighboring samples for prediction are those
within the left column and the above row of the target block, as de-
picted in Fig. 1(b) for Intra4 � 4 and Fig. 4 for Intra8 � 8, respec-
tively. In this way, the nearest reconstructed samples can be
utilized for achieving better prediction accuracy. Note that the lin-
P7  C11

(a) H.264/AVC            

Fig. 3. Comparison of reference sample
ear coefficient is mode and position dependent. Samples at different
positions within one block or under different IP mode employ dif-
ferent linear filtering coefficients. Therefore, the proposed PDF is
able to better reduce the spatial redundancies among the target
samples and the reference samples, which can bring in higher pre-
diction accuracy and further coding gain.
3.3. Filtering coefficient matrix derivation process

Linear filtering coefficients can be derived through different
ways. For example, we can apply either the average or median fil-
ters to the neighboring samples. These methods can be easily
implemented but have severe sacrifice of prediction accuracy. Nat-
urally, the more accurate the linear filtering coefficients are, the
higher the coding efficiency will be. To accurately derive the filter-
ing coefficient matrix Wk, the least square method is employed for
the off-line training process. The derivation process is described as
follows.

Firstly, a training sequence is coded with the conventional intra
prediction method. To better cover the characteristics of intra-pre-
dicted residual in natural images, eight sequences in 1920 � 1080
format are utilized to construct a training sequence. The first four
frames of each test sequence are extracted to construct the training
sequence with total 32 frames. The training sequence is then intra
coded and the rate-distortion optimized mode of each sub-block is
recorded for the following samples classification. To derive the lin-
ear filtering coefficients of both Intra4 � 4 and Intra8 � 8, adaptive
block-size transform is also used in our training process.

Secondly, training sample databases are set up for each position
and each prediction mode with sample classification. Sub-blocks
with the same IP mode based on the rate-distortion decision will
be treated as one category. Samples located in one category at
the original frame construct one training database. Note that we
use the original samples, including target sample Ci and its neigh-
boring reference sample Pj, instead of the reconstructed ones in or-
der to obtain more accurate filtering coefficients. To calculate
Wk(i, j) for each position, we select only valid samples from train-
ing databases. Valid samples should satisfy two more conditions
besides the same IP mode:

(1) They have the same coordinate relative to the sub-block to
make sure the linear prediction is position dependent.

(2) For diagonal down left and vertical left IP modes, the left, up
and up-right blocks should exit; for other IP modes; all the
samples within the left column and the above row of the
coding block must exist.
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Thirdly, the linear filtering coefficients are derived with the
least square method for each IP mode and each position within
one block. For all the valid training samples, we approximate them
as the linear weighted sum of the neighboring samples. The
approximation process has been defined in formula (7). The distor-
tion between the actual and the approximated value of the valid
training sample Ci under IP mode k can be computed as:

DðCk
i Þ ¼ Ck

i � C
_

k
i

� �2

; ð10Þ

where Ck
i denotes the actual value of sample Ci under IP mode k and

~
C
_

k
i represents the approximated values obtained by formula (7).

Actually, Ck
i equals to Ci under every intra mode. Based on the above

definitions, the optimal filtering coefficients for intra mode k and
position i correspond to those which minimize the distortion be-
tween all the actual valid training sample values and the approxi-
mated ones, which can be expressed as:

~Wk
optimalði; :Þ ¼ argmin

~Wkði;:Þ

X
sm2Svalid

DðsmÞ; ð11Þ

where Svalid represents the set of all the valid training samples and
sm represents the mth sample within Svalid. ~Wk

optimalði; :Þ is the derived
1 � N row vector for IP mode k and position i. All the row vectors
~Wk

optimalði; :Þ (0 6 i 6 15 for Intra4 � 4; 0 6 i 6 63 for Intra8 � 8) form
Fig. 5. Filtering coefficient matrix f
the filtering coefficient matrix Wk. According to the least square
method, the optimal prediction coefficient vector ~Wk

optimalði; :Þ can
be derived as:
~Wk
optimalði; :Þ ¼ ðP

T PÞ�1ðPT~SÞ; ð12Þ
where ~S denotes a column vector of valid training samples with
length of M. P denotes the neighboring sample matrix for each pixel
in~S and it is a M � N matrix, with M representing the number of va-
lid training samples and N representing the number of reference
samples for each training sample. Fig. 5 gives an example of the cal-
culated filtering coefficient matrix for Intra4 � 4 mode ‘0’. From this
figure and the correlation coefficients depicted in Fig. 2(a), it can be
observed that the magnitude information of filtering coefficients is
consistent with the correlation strength. That is to say, if the jth ref-
erence sample presents higher correlation with sample Ci in IP
mode k, then the magnitude of the corresponding filtering coeffi-
cient Wk(i, j) will be larger.

With the above three process modules, the linear filtering coef-
ficients for each intra mode and each relative position are obtained.
The derived filtering coefficients are used in the intra prediction
process of our proposed method, and kept as constants throughout
the encoding or decoding process.
or Intra4 � 4 mode ‘0’ (N = 9).



Table 1
Test sequences in the experiments.

Resolution Frame rate (HZ) Sequences

QCIF 15 Bus, Soccer, Tempete, Harbour, City
CIF 30 Kiel, City, Harbour, Flower, Stefan, Bus, Tempete
720p 60 City, Night, Harbour, Raven
1080p 24 ParkScene

50 Crowdrun, Parkjoy, Wisley2
1600p 30 PeopleOnStreet, Traffic

692 L. Zhang et al. / J. Vis. Commun. Image R. 22 (2011) 687–696
3.4. Implementation issues

To efficiently integrate our proposed PDF into an intra coding
system, there are two more issues that need to be considered.
The first one is to avoid floating-point operations. The linear filter-
Fig. 6. Test se
ing coefficients obtained from the training process using the least
square method are originally floating-point. To implement the pro-
posed method with fixed-point operation, Wk(i, j) is first scaled to a
16-bit integer. Formula (7) can then be rewritten as:

C
_

k
i ¼

XN�1

j¼0

Wkði; jÞ � Pj þ ð1� 15Þ
 !

� 16: ð13Þ

In our simulations, it is observed that 16-bit integer precision is
good enough to keep the coding efficiency. Furthermore, after
using PDF instead of the one defined in H.264/AVC, the statistical
characteristics of prediction residues after PDF have been changed.
Then, it leads to the other implementation issue: how to design the
associated transforms to better remove the remaining correlation
among prediction residues. To solve this problem, we update the
transform matrices for each IP mode of Intra4 � 4 and Intra8 � 8
quences.
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as the mode-dependent directional transform (MDDT) technique
does [22]. In the transform matrix design process, the singular va-
lue decomposition (SVD) method is utilized for off-line training.

3.5. Simplified PDF

Although the aforementioned PDF method achieves superior
coding performance over conventional intra prediction method,
the computational complexity of both encoder and decoder is also
increased due to the longer filter tap. To further reduce the compu-
tational complexity and make it more suitable for practical appli-
cations, in this subsection, we will present the design of the
simplified PDF (sPDF).

The basic idea of the proposed sPDF is to choose relatively more
important reference samples and reduce the filter tap with the aid
of the correlation strength. Since the magnitudes of filtering coef-
ficients have a good match with the correlation strength, we can
choose the reference samples for each position directly based on
the magnitudes of filtering coefficients. The reference samples of
sPDF can be obtained with the following procedure:

~Pk;i
Ns�1 ¼ ½Pl0 ; Pl1 ; . . . ; PlNs�1

�T ; ð14Þ

where Ns denotes the reduced filter tap length for IP mode k and po-
sition i. T represents the transposition operation and lk (0 6 k < Ns) is
Fig. 6 (cont
defined as the position index that the corresponding reference sam-
ple owns the kth largest magnitude of the filtering coefficient. After
this selection, the reference sample set for each position may be dif-
ferent. Therefore, the predictor derivation process defined in for-
mula (7) for PDF is unsuitable for sPDF. In sPDF, the predictor
should be calculated as:

C
_

k
i ¼

XNs�1

j¼0

Wkði; jÞ � Pk;i
j : ð15Þ

In our simulation, the reduced filter tap Ns is defined as follows.
For Intra4 � 4 modes:

Ns¼
9; Diagonal down left and Vertical left IP modes;
7; otherwise

�
ð16Þ

while for Intra8 � 8 modes, Ns is 13 for all IP modes. During our ini-
tial tests, such settings of Ns for Intra4 � 4 and Intra8 � 8 could
achieve the besting coding efficiency. Therefore, in the following
experimental tests, we use these filtering tap definitions. After the
reference samples and filtering tap are chosen, the associated filter-
ing coefficient matrix will be re-calculated from off-line training
using the least square method. The training process is the same as
mentioned in Section 3.3.
inued)



Table 3
Performance of the proposed algorithms on KTA2.6.

Sequences PDF sPDF

BD-YPSNR
(dB)

BD-Rate
(%)

BD-YPSNR
(dB)

BD-Rate
(%)

QCIF Bus 0.207 �1.981 0.243 �2.309
Soccer 0.132 �1.907 0.143 �2.049
Tempete 0.212 �1.787 0.237 �2.000
Harbour 0.430 �4.206 0.460 �4.497
City 0.289 �3.511 0.308 �3.727

QCIF average 0.254 �2.678 0.278 �2.916

CIF Kiel 0.180 �1.675 0.210 �1.934
City 0.257 �3.139 0.282 �3.429
Harbour 0.421 �4.311 0.460 �4.692
Flower 0.352 �2.570 0.397 �2.887
Stefan 0.232 �2.050 0.269 �2.374
Bus 0.281 �2.901 0.311 �3.211
Tempete 0.324 �3.138 0.338 �3.272

CIF average 0.292 �2.826 0.324 �3.114
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In summary, sPDF distinguishes from PDF in the following two
parts:

(1) The filter taps in sPDF are shorter than those employed in
PDF.

(2) In sPDF, each sample within one block owns a specific set of
the reconstructed neighboring samples as reference sam-
ples. The reference sample sets are position-dependent.

4. Experimental results and analysis

To validate the efficiency of the proposed methods, we integrate
our methods into the state-of-art KTA platform and make compar-
isons. Since the proposed method only focuses on intra coding, all-
intra coding configuration is used in the experiments to show the
advantage of our proposed methods. Moreover, evaluations and
analysis over the complexity issue are also given in this section.
720p City 0.406 �5.006 0.400 �4.938
Night 0.245 �3.324 0.246 �3.343
Harbour 0.519 �6.499 0.530 �6.643
Raven 0.263 �4.856 0.257 �4.743

720p average 0.358 �4.921 0.358 �4.917

1080p Crowdrun 0.274 �3.810 0.279 �3.880
Parkjoy 0.296 �3.791 0.305 �3.906
ParkScene 0.224 �4.382 0.226 �4.427
Wisley2 0.284 �3.243 0.296 �3.369

1080p average 0.270 �3.807 0.277 �3.896

1600p PeopleOnStreet 0.297 �4.654 0.283 �4.435
Traffic 0.293 �5.024 0.283 �4.864

1600p average 0.295 �4.839 0.283 �4.650

Total average 0.292 �3.535 0.307 �3.679
4.1. R-D performance comparison with KTA

To verify the performance of the proposed intra prediction
method, the proposed methods are implemented on the latest
KTA software with version 2.6 [23]. Only the nine intra prediction
modes of Intra4�4 and Intra8 � 8 of the luminance component are
replaced with our proposed methods. For Intra16 � 16 and chromi-
nance component, they are kept the same as those in H.264/AVC.
To validate the performance of PDF and sPDF on various video con-
texts and resolutions, extensive experiments have been made on a
wide range of test sets including QCIF (176 � 144), CIF (352 � 288),
720p (1280 � 720), 1080p (1920 � 1080) and 1600p (2560 �
1600) formats as shown in Table 1. Individual frames of these test
sequences which are widely used in video coding standardization
groups and research fields are also shown in Fig. 6.

For all the test sequences, simulations are performed on the first
100 frames in each sequence, with all-Intra coding configuration.
The only adopted intra coding technique, MDDT, is also enabled
in our simulations to achieve the anchor data. Some other impor-
tant encoding configurations are shown in Table 2 for more details.
To calculate the average difference between two R-D curves, we
employ the popular BD-Rate and BD-PSNR [24] for performance
evaluations.

Table 3 tabulates the experimental results compared with KTA,
where the coding gain is calculated including both luminance and
chrominance components. From this table, it can be observed that,
for Intra coding, the proposed PDF achieves about average 0.292 dB
gain of BD-YPSNR, or an equivalent of 3.535% BD-Rate reduction
compared with KTA. Among these 22 test sequences, the best case
is 0.519 dB. When compared to PDF, sPDF can achieve almost the
same coding gain. For some sequences, sPDF presents even slightly
better performance than PDF. An explanation for this observation
is that longer filter taps in PDF may cause an over-fitting problem,
i.e., the filter coefficients are more heavily relied on the training
Table 2
Encoding configurations in the experiments.

Platform Encoding configurations

KTA 2.6 Rate-distortion optimization with high complexity
Adaptive block-size transform
Context-based Adaptive Binary Arithmetic Coding (CABAC)
MDDT
IntraPeriod = 1
FrameSkip = 0
NumberBFrames = 0
QP = {20, 24, 28, 32}
FramesToBeEncoded = 100
data and becomes less robust for other sequences which are not in-
cluded in the training set. For some cases, shorter filter taps could
introduce more reliable filtering coefficients, and also better coding
performance. For a comparison of the R-D behaviors in the entire
QP range, the R-D curves of both the anchor and proposed methods
for sequences Harbour in 720p format and Crowdrun in 1080p for-
mat are shown in Fig. 7(a) and (b), respectively. Here, ‘‘anchor’’ rep-
resents the result achieved by the default intra prediction method
in KTA 2.6, ‘‘PDF’’ represents the result of the proposed method
with original implementation, and ‘‘sPDF’’ indicates the result of
the proposed method with simplified implementation. From these
figures, it is observed that the proposed methods outperform the
anchor from low to high bitrates.

4.2. Complexity analysis

The proposed methods are compatible with the existing coding
schemes. Since our proposed method does not add any additional
prediction directions, no additional overhead need to be transmit-
ted to the decoder side. At the same time, there is no difference in
the R-D optimization process for selecting the best prediction
mode. The main differences between the proposed methods and
the conventional one in H.264/AVC are in the filtering coefficient
precision and filter tap. In H.264/AVC, the elements in the filtering
coefficient matrix are no larger than three. Therefore, 2-bit preci-
sion will be enough for storing filtering coefficients. However, in
PDF or sPDF, the filtering coefficient is 16-bit precision. Therefore,
both the encoder and the decoder need additional memories to
store the filtering coefficient matrix. In the proposed sPDF, for
the Diagonal_down_left and Vertical_left modes of Intra4 � 4, the
filter tap is set to be 9, i.e., for each pixel in one 4 � 4 block, 9 fil-
tering coefficients are needed, therefore, for each 4 � 4 block,
9 � 4 � 4 elements are needed to store the filtering coefficient
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Fig. 7. R-D performance comparisons with pure-intra frame coding.

Table 4
Comparisons of encoding time between the one in KTA and sPDF.

Sequences QP Encoding time (s)

Anchor Proposed Proposed (optimized)

City (720p) 20 2088.879 4035.065 1825.288
24 1692.906 4623.974 1680.515
28 1654.278 4230.143 1565.133
32 1547.423 2248.755 1471.339

Night (720p) 20 2182.317 2575.856 1752.148
24 1460.063 2393.206 1622.755
28 1316.093 2242.372 1523.137
32 1437.883 2127.354 1445.916

Harbour (720p) 20 1751.967 2640.095 1793.45
24 1853.051 2444.785 1654.514
28 1394.988 2302.753 1548.805
32 1271.902 2184.981 1467.162

Raven (720p) 20 1339.459 2253.082 1530.64
24 1217.034 2134.547 1444.542
28 1134.344 2056.249 1388.323
32 1073.535 2005.292 1349.003

Average Tpro/Tanc 1 1.74 1.05
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matrix. For other modes of Intra4 � 4, 7-tap filter is employed, thus
7 � 4 � 4 elements are needed to define the filtering coefficient
matrix for each mode. Similarly, for Intra8 � 8, 13-tap filter is used,
and the filtering coefficient matrix has 13 � 8 � 8 elements for
each mode. The bit depth of the element is 2 bytes. Therefore, to
store these filtering coefficient matrices, we need 2 � (2 � (9 �
4 � 4) + 7 � (7 � 4 � 4) + 9 � (13 � 8 � 8)) = 17,120 bytes.

To evaluate the computational complexity, the encoding times
for several sequences, including the original KTA platform and
our proposed platform, are tabulated in Table 4. Without any opti-
mization to the source code, the average encoding time of the pro-
posed scheme is near 1.7 times larger than the one in H.264/AVC.
For an improved version with skipping of some unnecessary rate-
distortion process, the average ratio of the encoding time is 1.05
over KTA while the same coding results are kept.

5. Conclusion and future work

In this paper, we propose a novel intra prediction algorithm via
position-dependent filtering to better remove the spatial redun-
dancies. Different from the existing schemes, in our proposed
PDF, different sets of filtering coefficients are employed for sam-
ples with different coordinates related to one coding sub-block.
For each intra prediction mode, the set of linear filtering coeffi-
cients for each position is obtained from off-line training using
the least square method. Moreover, to further reduce the algorithm
complexity, a simplified PDF is proposed, which reduces the filter
taps by discarding some reference samples with minor contribu-
tion to intra prediction. Experimental results demonstrate that
both PDF and sPDF exhibit much better decorrelation ability and
achieves a great coding gain while the computational complexity
increase can be acceptable.

In the future work, further improvements of our proposed PDF
will be investigated regarding to the following two issues: (1) more
efficient method for calculating the filtering coefficients, and (2)
applicable adaptively updated method of the filtering coefficients
to adapt to the local video content characteristics.
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