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Low-Complexity Encoder Framework for
Window-Level Rate Control Optimization
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Abstract—There exists a tradeoff between visual quality
smoothness and buffer constraint in rate control. Thus, a window
model and a window-level rate control algorithm were proposed
to handle such a tradeoff recently. However, the extra computa-
tional complexity and encoding delay were introduced due to a
pre-analysis process in the window-level rate control. In this paper,
the window model is first improved for a more convenient usage in
practical encodings. Second, a new low-complexity encoder frame-
work is proposed based on an open-loop motion estimation (ME).
Third, a new memory-efficient algorithm is proposed to eliminate
the drift error of open-loop ME. Fourth, the window-level rate
control algorithm is improved to adapt to the proposed encoder
framework. The experimental results show that the visual quality
smoothness is much improved by the proposed algorithm against
the traditional one of H.264/AVC. In addition, the improvement
of the window-level rate control is better than the previous one
in terms of both bit control accuracy and visual quality smooth-
ness. Besides, the proposed encoder could be used to any other
rate control algorithms with pre-analysis to reduce computational
complexity.

Index Terms—Rate control, video coding, window model,
window-level rate control.

I. INTRODUCTION

RATE CONTROL is very important for a video coding
standard to be applied to many industrial applications,

such as live TV broadcasting and video streaming over network.
Rate control is employed for both delivery of video program
over network and storage of video content in hardware medium.
It aims to achieve the best perceptual video quality under
bandwidth, buffer, total volume, and computational complexity
constraints. Rate control of source encoding is usually classified
into constant bit rate (CBR) control [1], [2] and variable bit
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rate (VBR) control [3]–[6]. To maintain a constant average bit
rate in a short term, CBR adopts the uniform bit allocation
among different coding units irrespective of individual picture’s
characteristic. Thus, there have to be large quantization dif-
ferences among the coding units with diverse characteristics,
which usually results in the fluctuation of perceptual visual
quality. On the contrary, VBR is designed to regulate its output
bit rate according to the varying characteristics of video content
in order to achieve perceptually consistent visual quality in a
long term. In VBR, we need to pre-analyze video sequence to
capture video content changes along time. The target bits will
be distributed to various scenes, allocating more bits to complex
scene and fewer bits to simple scene. Traditionally, VBR is
realized by two-pass or multipass encoding processes, which
requires more delay and computational complexity. Hence, it
would need more efforts than CBR when applying to real-time
encoding.

In H.264/AVC, a rate control scheme [1] with quadratic rate-
distortion (R-D) model and interframe mean absolute difference
(MAD) prediction is employed. For quantization parameter
(QP) decision of H.264/AVC, there is an inherent dilemma
when rate control and rate distortion optimization (RDO) [7],
[8] are both enabled. The MAD of each basic coding unit
which might be a macroblock (MB), frame or slice, should
be provided before QP decision. However, the problem is that
the MAD is not available until the coding unit was encoded.
Therefore, a predicted MAD is used instead of the actual MAD
in rate controls [1], [2] of H.264/AVC. When scene changes
or high motions happen, the predicted MAD will be much
different from the actual one. When it is used to calculate
QP, large QP variation and significant visual quality fluctuation
would be caused. To handle this problem, some researchers
improved the existing rate control of H.264/AVC by optimizing
MAD prediction in [9], [10]. In [11], the authors employed a
low-pass filter to smooth frame distortion for MPEG-4 video
encoder. In [12], a sequence-based bit allocation model was
proposed to track nonstationary characteristics of input video.
In [13], the picture quality variation and buffer fluctuation were
formulated into an optimization problem to get as smooth as
possible picture quality while maintaining buffer smoothness.
In [14], the authors proposed a two-stage QP decision for better
visual quality and bit control accuracy.

The traditional rate control of H.264/AVC [1], [2] cannot
obtain the information of future frames for bit allocation. It
predicted the characteristics of future frames from previously
coded frames with the assumption of the stationarity of input
signal, which is usually not true to the nature video signals.
In case the input signal is not stationary, the rate control
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may fail. In addition, the R-D efficiency and visual quality
would become worse. Thus, the pre-analysis tools [15]–[17]
were widely used to handle the nonstationarity of input signal,
where both the encoding efficiency and rate control accuracy
were much improved. In [15], only 16 × 16 intermode was
performed to get the mapping between the number of zero
coefficients and QP in pre-analysis. In [16], the variance of each
MB was computed from the temporally predicted residue using
only 16 × 16 intermode in pre-analysis. In [17], a pre-analysis
which was similar to that of [15] was used to obtain ρ-QP
tables. Thus, the extra computational complexity and encoding
delay were introduced by the pre-analysis. In this paper, a
new encoder framework is proposed to handle these problems,
where the pre-analysis is integrated into motion estimation
(ME) of a standard encoder. Hence, the extra computational
complexity and encoding delay were completely removed from
the previous window-level rate control algorithm. In addition, a
memory-efficient residue correction method is proposed to free
the proposed encoder framework from drift error. Then, a new
window-level rate control is proposed based on the new encoder
framework.

The rest of this paper is organized as follows. In Section II,
the window model is improved for the sake of convenient usage
of it in practical encoding task. In Section III, a new encoder
framework and an improved window-level rate control algo-
rithm are presented in detail. Section IV shows the experimental
results and analyses. A conclusion is given in the last section.

II. IMPROVED WINDOW MODEL

In practice, there is a tradeoff between visual quality smooth-
ness and buffer constraint in rate control. Even though the
accurate characteristics of videos can be obtained by the afore-
mentioned pre-analysis, without enough buffer resources, the
visual quality smoothness still would be compromised. The
tradeoff was firstly studied in [17] by a so-called window
model. In [17], the bounds on frame QP variation (ΔQ) and
frame bits variation (ΔR) were used to represent visual quality
smoothness and buffer constraint. Using window model, ΔR
and ΔQ given by the application are converted into window
size (L) which is controllable during encoding process. In [17],
the frame QP variation was supposed to be a Gaussian ran-
dom distribution, represented by ξ(ω)(μξ = 0, σ2

ξ ). According
to Central Limit Theorem [18], the average of {ξk(ω)}(k =
1, 2, . . . , n) converges to a Gaussian random variable. From the
Law of Large Numbers [18]
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was derived in [17]. In (1), ΔQ represents the given bound of
QP variation. Let (1) equal to p, the integral limit of (1) can be
calculated by looking up the standardized normal table. Assume
ΔQ(

√
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√
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[17] was derived as
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According to R-D model, the frame bits variation aroused by
ΔQ was calculated from

δR = − β

Q
ΔQ. (3)

Based on (2) and (3), a window model [17] was proposed as
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where α and β were the model parameters. For a certain appli-
cation, ΔR and ΔQ were given as the encoding requirements.
Thus, L could be calculated from (4).

The model efficiency of (4) was proved there by a proposed
window-level rate control algorithm. However, a practical en-
coding task usually assumes the buffer constraint instead of
bit rate fluctuation ΔR. A conversion from the given buffer
constraint to bit rate fluctuation was needed. In this paper, the
window model is improved by using the buffer constraint di-
rectly replacing of bit rate fluctuation. In our improved window
model, only L−ΔQ model (5) is employed. However, ΔR
is replaced by buffer size Z. The improved window model is
more convenient than [17] since a practical application usually
assumes a buffer constraint Z. In [11], the authors proved that
the encoder buffer of the proposed rate control was subject to

|Ze(n)| ≤
1

2
Θ

L∑
j=1

aj × j (5)

where Ze(n) represented the buffer occupancy for the nth
frame, Θ was such a constant that | log2 σ2(j)| ≤ Θ was
true for all frames, where σ2(j) was the variance of residue
of the jth frame after intra- or interprediction. {αj ;αj > 0,∑L

j=1 αj = 1} was an L-tap averaging filter for smoothing the

distortion of frame encodings. Let Wmax = Θ
∑L

j=1 aj × j,
(5) can be rewritten as |Ze(n)| ≤ (1/2)Wmax. It was regarded
as the upper bound of encoder buffer that was needed for video
streaming usage of the rate control of [18]. Particularly, if an
arithmetic averaging filter was employed in (5), then

Wmax =
L+ 1

2
Θ (6)

which suggested that the larger the filter length (L) and varia-
tion of scene activity (Θ), were the larger encoder buffer was
needed for the video streaming.

The function of filter length L mentioned above is the same
as that of the window size of (4). In this paper, the window size
L is firstly derived from L−ΔQ model of (2). Then Wmax can
be deduced from (6). If Wmax ≤ Z, L from (2) will be the final
window size which conforms to both ΔQ and Z; otherwise,
L from (2) is further decreased. Substituting Z for Wmax in
(6), and combining with (2), the proposed window model is
deduced as

L =

{
α

σ2
ξ

ΔQ2 ; if Wmax ≤ Z

β × Z
Θ − 1; else

(7)
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Fig. 1. Proposed encoder framework with open-loop ME.

where the model parameters α and β are manually initialized
and adaptively updated for each window. σ2

ξ is the variance of
the assumed Gaussian distribution of QP variations. From (7),
the given ΔQ and Z decide L. In turn, L makes the quality and
bits variations of actual encoding satisfy the given ΔQ and Z.
In addition, we also update window size adaptively by statistics
of bits and QP usages after coding a window.

III. WINDOW-LEVEL RATE CONTROL SCHEME

FOR OPEN-LOOP ME BASED ENCODER

The delivery of video content over industrial networks is
usually under the given buffer constraint, bit rate constraint
[19], [20]. The window model is a theoretical model mapping
the visual quality smoothness and buffer constraint to window
size which can be dynamically regulated during the encoding
process. It enables us to determine the best efficiency subject
to the given requirements in a theoretical way. To achieve such
efficiency, the corresponding rate control algorithm based on
window model should be provided. In [17], a window-level
ρ-domain rate control was proposed to be an example of usage
of window model. In the ρ-domain model [15], the percentage
of zero coefficients quantized (ρ) is directly related to the bit
rate (R) as

R = θ(1− ρ). (8)

It can be established immediately after a pre-analysis with
only 16 × 16 mode ME and DCT transform. The rate con-
trol algorithm of [17] could achieve smooth visual quality as
much as possible under a given buffer constraint. However,
additional computational complexity was introduced due to the
pre-analysis although the increase of complexity was limited.
In addition, there was a start-up delay in algorithm [17] due to
pre-analysis of a window. Furthermore, only 16 × 16 interpre-

diction mode is used in pre-analysis in order to reduce com-
putational cost. Thus, the mismatch between 16 × 16 mode of
pre-analysis and actual best mode may occur frequently, which
eventually reduces the efficiency of the proposed algorithm in
both bit control accuracy and R-D performance.

In this section, a new proposed encoder framework and the
corresponding window-level rate control on the new encoder
framework are presented in detail. These two proposals are
expected to efficiently handle the flaws of [17]. In addition, the
encoder framework can be used to any other rate controls with
pre-analysis process.

A. Proposed Encoder Framework

Traditionally, a hybrid encoder framework, such as a stan-
dard H.264/AVC encoder, has a close-loop process which
consists of ME, transform, quantization, dequantization and
inverse transform. In such a framework, the ME is performed
on the reconstructed frames obtained from the close-loop, so
it is called close-loop ME. Open-loop ME means that ME
is performed by reference to original input frames instead of
the reconstructed frames. However, the original input frames
are not available in decoder side in compression, so a drift
error is caused. Open-loop ME was usually used in hardware
accelerator and parallel algorithms of an encoder, because it
provided a hardware-friendly partitioning of an encoder. From
our analytical derivations below, the drift error of open-loop
ME can be easily removed by rewriting residue before entropy
encoder. In addition, the memory cost of the proposed drift
error-free algorithm is very low.

The proposed encoder framework is shown in Fig. 1. From
Fig. 1, an encoder is divided into three stages or modules,
i.e., open-loop ME, mode decision and entropy encoder. The
first module of open-loop ME performs ME and motion com-
pensation at original input frames, and produces residue and
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motion vectors (MVs) for each prediction mode. The second
module selects a mode with minimum R-D cost among all mode
candidates. Then, the third module, i.e., entropy encoder, writes
the best mode into bitstream. It should be noted that the residual
signal from the first module is not the real residue written into
bitstream. It will be rewritten in the second module. Thus, the
final output bitstream absolutely conforms to the standard.

B. Proposed Drift Error-Free Algorithm

Assume that X[i] represents the ith original input frame,
s[i] is the residue between X[i] and X[i− 1], which is derived
from the first module, u[i] is the real residue between X[i] and
its reconstructed reference r[i− 1], û[i] is the quantized u[i],
we have {

s[i] = X[i]−X[i− 1]
u[i] = X[i]− r[i− 1]

. (9)

According to the relation between reconstructed frame r[i− 1]
and its reference frame r[i], we have

r[i] = r[i− 1] + û[i]. (10)

Based on (9) and (10), the residue s[i] from the first module is
rewritten as

u[i] =X[i]− r[i− 1]

= (X[i]−X[i− 1]) + (X[i− 1]− r[i− 1])

= s[i] + [X[i− 1]− (r[i− 2] + û[i− 1])]

= s[i] + u[i− 1]− û[i− 1]. (11)

From (9), the output bitstream of entropy encoding of s[i] can-
not be decoded properly because the original frame X[i− 1]
is not available in decoder. However, the entropy encoding of
u[i] from (11) is absolutely complied with the standard. From
(11), u[i] is modified from s[i] without the needs of X[i] and
r[i− 1], while the conventional close-loop ME based encoder
gets u[i] by using u[i] = X[i]− r[i− 1] with the needs of both
X[i] and r[i− 1]. The operation of (11) is highlighted in a red
box of Fig. 1 without the needs original input signal X[i] but
only residual signal s[i]. Therefore, a small bandwidth of data
flow is between the first module and the second one, which
is an appealing attribute in the hardware accelerator of an en-
coder. From (11), there only need to store one previous residue
u[i− 1] and its reconstruction û[i− 1] for the residue correc-
tion of current frame, so very little memory cost is required
for both software and hardware. In addition, the encoding
procedure accesses X[i], u[i], and û[i] only one time, thereby
leading to an efficient off-chip memory access in hardware.

The best advantage of the proposed encoder framework is to
increase the parallel processing capability from one MB to one
frame. Thus, more data could be processed in a clock cycle in
parallelism. The encoder framework and the corresponding rate
control algorithm can be easily adapted to industrial products of
real-time video encoders, such as live TV broadcasting, online
video streaming, particularly high-definition video encoders. In

TABLE I
PROPOSED WINDOW-LEVEL RATE CONTROL ALGORITHM

BASED ON THE PROPOSED ENCODER FRAMEWORK

TABLE II
SYMBOLS USED IN THE PROPOSED RATE CONTROL ALGORITHM

addition, since ME is time consuming, it is often accelerated by
the hardware realization in industrial usage [21], [22]. While
other modules of an encoder, such as RDO, rate control, and
entropy encoder which are usually reconfigured for different
applications, are implemented in software. Thus, the proposed
encoder framework consisting of three stages could satisfy the
purpose of software-hardware partitioning of an encoder.
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TABLE III
COMPARISONS OF TIME COMPLEXITY OF SOFTWARE IMPLEMENTATION

C. Proposed Window-Level Rate Control Algorithm

As the conventional usage of ρ-domain algorithm, the re-
lationship between the number of zero coefficients ρ and QP
should be recorded for each MB beforehand. Usually, a pre-
analysis process is used to get ρ and QP relations. However,
there is no need to do such a process for building ρ and QP
relation in the proposed encoder framework. Thus, the extra
computational complexity of ρ-domain model is completely re-
moved from the proposed algorithm. From Fig. 1, the first mod-
ule of open-loop ME produces residues of each mode for each
MB. We select the best one with the minimum sum of absolute
difference (SAD) to be the input of rate control. The frame-
level 1-QP table is ρj(QP ) =

∑m=N−1
m=0 ρMB

m (QP ), where
ρMB
m (QP ) represents ρ-QP table of the mth MB. Assume

the ρ-QP tables of all frames in a window {ρj(QP ), j =
0, 1, . . . L− 1}, the window-level ρ-QP table is obtained by the
sum of all frame’s ρ-QP tables, i.e.,

ρw(QP ) =

j=L−1∑
j=0

ρj(QP ). (12)

With the pre-built ρ-QP tables in (12), the original window-
level rate control algorithm [17] is improved based on the
proposed new encoder framework in Table I. The symbols
used in the proposed rate control algorithm are summarized in
Table II.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The proposed window-level rate control algorithm is real-
ized on JM14.0 of H.264/AVC under conditions: Profile/Level:
100/40, Reference frames: 2, Full ME, Search range: 16, RDO
on and CABAC, IPPP encoding structure. For exhibiting the
advantages of the proposed algorithm, the traditional rate con-
trol algorithm [1], [2], ρ-domain algorithm [15], Kamaci’s
algorithm [23], and the window-level algorithm [17] are bench-
marks. We name our proposed rate control algorithm “open-
loop” because of open-loop ME. The original one [17] is called
“close-loop” accordingly in the following content.

First, the extra computational complexity of pre-analysis
is completely removed from the original window-level rate
control [17] by using the proposed encoder framework in Fig. 1,
which enables the usage of the window-level rate control in
real-time video encoding. The implementing time of software
indicates that 0.51% time saving averagely of open-loop algo-
rithm less than traditional algorithm [1] at frame level for CIF
sequences as Table III shown. The ρ-domain algorithm [15] is
27% more complex than traditional one because it is with many
times operations of looking-up tables, updating parameters at
MB-level leaving aside pre-analysis. Kamaci’s algorithm is
comparable to the traditional one. The MB level of [1] is over
15% more complex than it at frame level.

Second, the comparisons of R-D performance and bit control
error are performed among the traditional rate control [1], [2],
ρ-domain [15], Kamaci’s algorithm [23], close-loop [17], and
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Fig. 2. Comparison of R-D performance between the proposed algorithm and benchmarks [(a)–(d) are CIF sequences, (e)–(g) are 720 P (1280 × 720)
HD sequences]. (a) “Foreman”; (b) “News”; (c) “Tennis”; (d) “Silent”; (e) “Night”; (f) “Crew”; (g) “Harbour”.

TABLE IV
PERFORMANCE COMPARISON FOR ALL TESTING ALGORITHMS IN TERMS OF BIT CONTROL ERROR AND PSNR GAIN

open-loop. The ρ-domain algorithm is inferior to others in terms
of R-D efficiency. The proposed algorithm achieves an obvious
PSNR improvement over the others. It is 0.40 dB and 0.25 dB
better than the traditional one on CIF and HD sequences,

respectively. In addition, open-loop is a little better than close-
loop at low bit rate with regard to R-D performance. The PSNR
comparisons at each given bit rate are shown in Fig. 2. Table IV
summarizes the experimental results, where open-loop achieves
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Fig. 3. Comparisons of frame QP/PSNR curves among traditional and two window-level rate control algorithms (smooth QP/PSNR indicates smooth/consistent
visual quality at the situations of single and similar scenes). (a) “Foreman”; (b) “Football.”

an average of 0.03 dB and 0.16 dB PSNR gain on CIF and
HD sequences, respectively, over close-loop. Open-loop at low
bit rate is better than it at high bit rate with respect to R-D
performance. Comparing with close-loop, open-loop achieves
0.23 dB, 0.31 dB, and 0.22 dB PSNR gains for “News,”
“Tennis,” and “Silent,” respectively at 300 kbps. However, there
is little PSNR loss at high bit rate for open-loop. At low bit rate,
open-loop ME can obtain more consistent and reasonable MVs
than close-loop ME, because the motion alignments in open-
loop ME are mostly along the real trajectories of the objects’
movements in nature video sequence. Thus, the information of
residue, such as ρ-QP table in this work, is more accurate and
stable for open-loop method. Based on a better ρ-QP table, the
better bit control accuracy, visual quality smoothness, and R-D
efficiency can be therefore achieved. While for close-loop ME,
the serious visual quality degradation of references would much
affect the accuracy and efficiency of ME when bit rate is very
low. Open-loop and close-loop are comparable with respect
to average R-D performance. As far as the bit control error
concern, the proposed open-loop scheme is the best among
all testing algorithms with bit control error below 0.06% and
0.03% for CIF and HD sequences, respectively.

Third, both open-loop and close-loop can achieve signif-
icantly smooth picture quality compared to the benchmarks
[1], [2], [15], [23]. In Fig. 3, the frame QP/PSNR curves of
traditional rate control, close-loop and open-loop are compared.

The significantly smooth picture quality can be observed for
open-loop and close-loop from Fig. 3. The QP/PSNR curves
of close-loop and open-loop are more similar at medium and
high bit rates by observing Fig. 3, which can be explained to
some extent by the related ρ-QP characteristics as shown in
Fig. 4. From Fig. 4, there exist high correlations between the
black, blue, and green curves which represent ρ-QP relations of
open-loop, close-loop with QP of 16 and 28, respectively, i.e.,
they seem to be parallel in the figure. At low bit rate encoding,
open-loop is a little better than close-loop with respect of R-D
performance. The reason lies in that the MVs of open-loop
are much more consistent than those of close-loop at such a
situation, which could promise a better encoding achievement.

Fourth, only 16 × 16 mode of pre-analysis may not be
consistent of actual modes of final encoding. Thus, to select
a mode by SAD from open-loop ME to build ρ-QP tables
is better than that of close-loop using pre-analysis with only
16 × 16 blocks. From our experiments, more than 50% MBs
select non-16 × 16 block from high to medium bit rate, which
can be proved by the block partitions of decoded frames shown
in Figs. 5 and 6. Even at low bit rate, the percentage of non-
16 × 16 blocks is still significant. The percentage of MBs
selecting 16 × 16 bock is listed in Table V, where the same
conclusion as Figs. 5 and 6 can be obtained. Moreover, to use
the proposed encoder framework may result in a fast mode
decision by making decisions among several candidate modes
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Fig. 4. ρ-QP relations of “Foreman” [(a), (b) and (c) are for the 10, 20, and 30th frame, respectively; encodings of QP 16, 28 and 36 indicate high, media and
low bit rate encodings, respectively, corresponding PSNRs of them are about 45, 36, and 31 dB, respectively].

Fig. 5. Block partition of the 10th, 30th, 50th, and 60th frames of “Foreman”
(CIF) [A bigger square grid represents a MB, a small one is the partitions of a
MB; (a)–(d) is coded at 2 Mbps and (e)–(h) is at 500 kbps].

with smaller SAD instead of all modes. Before RDO, SAD of
each mode has been available due to the mode selection for
building ρ-QP tables of rate control.

Fig. 6. Block partition of the 10th and 100th frames of “Harbour” (720 P)
[A bigger square grid represents a MB, a small one is the partitions of a MB;
(a)–(b) is coded at 10 Mbps and (c)–(d) is at 5 Mbps;].

TABLE V
PERCENTAGE (%) OF MBS WITH 16 × 16 BLOCK (“< 16× 16”

INDICATES 16 × 16 MODE AND SKIP/DIRECT MODE)

V. CONCLUSION

In this paper, the window model is firstly improved for
a more convenient usage in rate control. Secondly, a low-
complexity encoder framework is proposed to reduce the ex-
tra computational complexity of pre-analysis in rate control.
The encoder framework is based on open-loop ME. The drift
error of open-loop ME is well handled by introducing a new
residue correction method. Thirdly, the original window-level
rate control algorithm is improved based on the proposed
new encoder framework. The proposed rate control can afford
smooth picture quality as much as possible under given buffer
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constraint. In addition, it is without extra computational com-
plexity compared to the traditional rate control of H.264/AVC.
Furthermore, the proposed encoder framework can be used to
reduce the overhead complexity of other rate control algorithms
using pre-analysis.
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