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ABSTRACT

Reconstruction of 3D Human Pose and Shape In-the-Wild

Xiaoxuan Ma (Computer Application Technology)
Directed by: Prof. Yizhou Wang

ABSTRACT

In computer vision, accurately capturing human pose and shape under unconstrained sce-
narios remains a significant challenge. Unconstrained scenarios typically refer to images or
videos captured in natural, real-world environments, often involving complex backgrounds,
occlusions, varying viewpoints, and diverse human appearances. This stands in stark contrast
to controlled laboratory settings, which rely on physical markers, depth sensors, or multi-view
systems for precise capturing. However, in real-world applications such as sports analysis and
intelligent surveillance, human perception must often be performed in markerless environ-
ments, where additional sensor data is unavailable. Therefore, developing robust 3D human
pose and shape estimation methods tailored for unconstrained scenarios is of great theoretical
and practical importance across domains such as virtual reality, smart environments, and hu-
man—computer interaction. It also opens new directions for deploying computer vision systems
in broader real-world contexts.

Reconstructing 3D human pose and shape is typically achieved by estimating a full-body
mesh that simultaneously encodes both pose and shape information. However, this task is
highly challenging due to the inherent lack of depth information in monocular images. While
traditional skeletal representations can succinctly describe human poses, they fall short in cap-
turing detailed body shapes, thus limiting the accuracy of 3D reconstruction. To address key
challenges in this task—including weak intermediate representations, severe pose ambiguity,
and computational bottlenecks—this work conducts a systematic study on 3D human pose
and shape reconstruction in in-the-wild scenarios and proposes a series of innovative methods
aimed at improving the accuracy, robustness, and efficiency of the model. The core contribu-
tions can be summarized in the following four aspects:

(1) A novel virtual marker representation is proposed to improve the accuracy of 3D hu-
man mesh reconstruction. While voxel-based 3D pose estimation methods have made notable
progress in recent years, several works attempt to use 3D skeletons as intermediate represen-

tations to regress full human meshes. However, skeletons fail to capture detailed body shape,
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limiting reconstruction precision. In contrast, advanced motion capture systems deploy dense
physical markers on the human body to capture non-rigid motion and produce highly accurate
meshes, but these systems depend on physical instrumentation and are not suited for in-the-wild
scenarios. To address this, we introduce a novel intermediate representation, virtual markers,
which are sparse keypoints learned from large-scale motion capture data and distributed across
the human surface to emulate the effects of physical markers. These markers can be directly
detected from monocular images and used to reconstruct realistic meshes via interpolation.
Based on this representation, we develop a simple yet effective framework that detects vir-
tual markers from unconstrained images and reconstructs the 3D human mesh. Experimental
results show that our method outperforms state-of-the-art approaches across multiple bench-

marks, particularly in datasets with diverse body shapes.

(2) A probabilistic modeling framework is proposed to improve robustness under oc-
clusion in monocular 3D mesh estimation. Monocular 3D human mesh reconstruction is
inherently ill-posed, plagued by depth ambiguity, and frequent occlusion, especially in un-
constrained scenarios. We observe that directly regressing virtual markers in a deterministic
manner can suffer from severe accuracy degradation in the presence of occlusion. To overcome
this, we propose a probabilistic framework that formulates the estimation of virtual markers as
a conditional generation process from input images. Specifically, we introduce a conditional
denoising model to model the distribution of virtual markers, allowing for the generation of
multiple plausible and image-consistent meshes even under partial observations. Experiments
demonstrate that this probabilistic approach achieves superior performance over existing meth-
ods on several benchmarks, particularly in datasets featuring diverse body types and heavy
occlusions. The proposed method shows strong robustness by more accurately modeling the
underlying data distribution, enabling plausible reconstructions even when keypoints are par-

tially missing.

(3) A multi-hypothesis generation and scoring mechanism is proposed to further enhance
the stability and accuracy of mesh estimation. To address the inherent uncertainty and multi-
modality in monocular 3D human reconstruction, we propose a dual-stage framework con-
sisting of multi-hypothesis generation and a dedicated scoring mechanism. First, a reverse
denoising process is used to generate a diverse set of mesh candidates that are consistent with
image cues, significantly expanding the solution space. Then, a scoring module is introduced
to systematically evaluate and rank all candidates, selecting high-confidence predictions as fi-

nal outputs. Experimental results confirm that this multi-hypothesis framework outperforms
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existing probabilistic methods on multiple benchmarks, achieving higher accuracy and diver-
sity. Importantly, the scoring module exhibits strong generalization ability: it can not only
rank its own generated hypotheses but also effectively evaluate outputs from other methods,
leading to significant error reduction. This mechanism offers a robust, efficient solution for
monocular 3D human mesh estimation, especially in complex scenes with severe occlusions

or challenging poses.

(4) A scale-adaptive strategy is proposed for efficient multi-person mesh estimation in
real-time under unconstrained conditions. Building on the accuracy and robustness of the
aforementioned single-person methods, we further address the challenge of efficiency in multi-
person settings. While high-resolution inputs can enhance reconstruction quality, they also
incur high computational costs. We observe that the scale of individuals in the image signifi-
cantly affects estimation performance, especially for small or distant subjects. To this end, we
introduce a scale-adaptive resolution adjustment strategy that dynamically adjusts input resolu-
tion per person based on estimated scale. Additionally, background regions are simplified via
feature distillation to reduce redundancy. This approach enables more efficient resource allo-
cation, enhances modeling quality for small-scale individuals, and reduces overall computation
cost. Experiments show that our method achieves real-time performance without sacrificing
accuracy, matching state-of-the-art results on multiple datasets and demonstrating strong prac-

tical potential.

In summary, this thesis systematically proposes a series of innovative methods with a
progressive structure to address key challenges in 3D human pose and shape reconstruction
under in-the-wild conditions, tackling limitations in representation, depth ambiguity, solution
selection, and modeling efficiency. First, we introduce a virtual marker representation that
significantly enhances the expressiveness and reconstruction accuracy of 3D human meshes,
laying a solid foundation for subsequent modeling. Building upon this, we develop a condi-
tional generative probabilistic framework to effectively capture the inherent ambiguity under
occlusions, thereby improving robustness. On top of that, a multi-hypothesis scoring mecha-
nism is designed to systematically select the optimal estimation from multiple candidates, en-
hancing the stability and reliability of the reconstruction. Finally, we propose a scale-adaptive
strategy tailored for complex multi-person scenarios, which substantially improves modeling
efficiency while maintaining high accuracy. Together, these contributions form a complete
methodological pipeline—from representation modeling to uncertainty handling and efficient

inference—providing a solid research foundation and practical insights for high-quality human
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perception in real-world applications.

KEY WORDS: Computer Vision, 3D Human Modeling, Pose and Shape Estimation
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