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ABSTRACT

Research on Distortion Perception Modeling for

Machine Vision and Its Application in Coding

Qi Zhang (Computer Application Technology)
Supervised by Prof. Wen Gao and Prof. Siwei Ma

ABSTRACT

Human society is progressing toward an era of Artificial Intelligence driven by big data
and deep learning technologies. Images and videos are no longer solely intended for human
watching but increasingly utilized by machines to perceive and interpret high-level seman-
tic information for solving practical tasks. Limited by transmission bandwidth and storage
capacity, images and videos must be compressed to reduce data volume, which introduces
distortions that alter machine perception and degrade task performance. To address this issue,
Video Coding for Machines (VCM) has emerged. Compared to traditional methods optimized
for signal fidelity or human visual perception, VCM methods achieve superior task perfor-
mance under the same compression ratio. However, existing methods lack full consideration
on the perceptual characteristics of diverse machines to coding distortion and their differences.
Therefore, the coding performance is still limited, and the generalizability across diverse ma-
chines is lacking. Additionally, they also lack full consideration on the perceptual correlation
between humans and machines, so their unified perceptual demands are difficult to reconcile.

This thesis regards the vision task result output by machine as a direct reflection of ma-
chine perception. Starting from the observation that machines, like humans, have perceptual
limitations, the modeling methods for machine vision perceptual redundancy in image signals,
the perceptual diversity among different machines, and the perceptual correlation between hu-
mans and machines are progressively proposed. Utilizing these models, the coding parameters
are adaptively predicted for different image contents, alleviating the limitations of existing
methods in terms of performance, generalizability, and unity. The main contribution of this
thesis are as follows:

First, a modeling method for machine vision perceptual redundancy is proposed. The
existence and characteristics of machine vision perceptual redundancy in image signals are

studied. By introducing Just Recognizable Distortion (JRD) to measure the maximum al-
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lowable coding distortion that keeps the machine visual perception consistent or correct, the
relationship between machine vision perceptual redundancy and image-level quantization pa-
rameters (QP) in the coding process is established. The modeling problem of this redundancy
is then transformed into the JRD prediction problem. To facilitate JRD studies, a large-scale
JRD natural image dataset is constructed. Given the skewed distribution of JRD, an ensem-
ble learning-based JRD prediction framework is proposed, which integrates multiple expert
models, enabling accurate JRD prediction both with and without reference images. By ad-
justing coding parameters based on predicted JRD in a content-adaptive manner, the coding

performance toward machine vision is improved.

Second, a modeling method for machine vision perceptual diversity is proposed. The ex-
istence of perceptual diversity among different machines and its impact on coding are studied.
By introducing Satisfied Machine Ratio (SMR) to represent the proportion of machines that
maintain consistent perceptions before and after coding, the modeling problem of this diversity
is transformed into the SMR prediction problem. To facilitate SMR studies, by establishing
representative machine libraries to annotate SMR labels, a large-scale SMR natural image
dataset is constructed. Based on the nonlinear negative correlation between deep feature dif-
ferences and SMR, a siamese neural network-based SMR prediction model is proposed, and
a data augmentation learning strategy is designed to leverage the SMR difference between
images in different distortion levels, enabling accurate SMR prediction. By adjusting coding
parameters based on predicted SMR in a content-adaptive manner, the coding generalizability

across diverse machines is improved.

Third, a modeling method for perceptual correlation between humans and machines is
proposed. The modeling problem of this correlation is transformed into the unified predic-
tion problem of Satisfied User Ratio (SUR) and SMR. Since existing datasets are insufficient
to support efficient model training, multiple representative image quality assessment (IQA)
models are aggregated to simulate the acquisition process of SUR, generating pseudo SUR
labels. This enables large-scale unified pre-training via proxy task learning. Based on the
multi-layer features extracted by the pre-trained model, a unified prediction network is de-
signed. Through Difference Feature Residual Learning (DFRL), Multi-Head Attention Aggre-
gation and Pooling (MHAAP), and spatial-channel information fusion based on MLP-Mixer,
a compact feature reflecting the perceptual characteristics of both vision systems is implicitly
learned, enabling accurate SUR and SMR prediction. By adjusting coding parameters based

on predicted SUR and SMR in a content-adaptive manner, the coding unity to satisfied the
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perceptual demands of both humans and machines is improved.

KEYWORDS: Video Coding for Machines, Perceptual Coding, Just Noticeable Distortion,
Just Recognizable Distortion, Satisfied User Ratio, Satisfied Machine Ratio
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