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Abstract. Deep learning and convolutional neural networks have achieved a
great success in computer vision and image processing, especially in low-level
vision problems such as image compression. Recently, some end-to-end image
compression methods have been proposed leading to a new direction of image
compression. In this paper, we propose an end-to-end reference resource based
image compression scheme to exploit the strong correlations with external
similar images. In the proposed scheme, the side information is generated from
highly correlated images in the reference resource. The features of side infor-
mation can conceptually guide the compression process and assist the recon-
struction process. The important map is employed to guide the allocation of
local bit rate of the residual features. The proposed compression scheme is
formulated as a rate distortion optimization problem in an end-to-end manner
which is solved by ADAM algorithm. Experimental results prove that the
proposed compression framework greatly outperforms several image compres-
sion frameworks.
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1 Introduction

In recent years, image compression attracts increasing interest in image processing and
computer vision area due to its potential applications in many vision systems. The
typical image encoding standards [1] (such as JPEG and JPEG2000) generally rely on
handcrafted image transformation and separate optimization on codecs, and thus are
suboptimal for image compression. Moreover, while the compression ratio increases,
the bits per pixel (BPP) decreases as a result of the use of bigger quantization steps,
which will cause the decoded image to have some annoying visual artifacts.
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For the existing image standards, the codecs actually are separately optimized. In
the encoding stage, they first perform a linear transform to an image. Quantization and
lossless entropy coding are then utilized to minimize the compression rate. For
example, JPEG applies discrete cosine transform (DCT) on 8� 8 image patches,
quantizes the frequency components and compresses the quantized codes with a variant
of Huffman encoding. JPEG 2000 uses a multi-scale orthogonal wavelet decomposition
to transform an image, and encodes the quantized codes with the Embedded Block
Coding with Optimal Truncation. In the decoding stage, the decoding algorithm and
inverse transform are designed to minimize the distortion. In contrast, CNN based
methods treat image compression as a joint rate distortion optimization problem, where
both nonlinear encoder and decoder are jointly trained in an end-to-end manner.

Recently, deep convolutional networks have achieved great success in computer
vision task [2–6]. As to image compression, convolutional networks are also expected
to be more powerful than JPEG and JPEG 2000 by considering the following reasons.
First, for image encoding and decoding, flexible nonlinear analysis and synthesis
transformations can be easily achieved by stacking several convolutional layers. Sec-
ond, it allows jointly optimizing the nonlinear encoder and decoder in an end-to-end
manner. For the lossy image compression, Toderici et al. [7] propose a general
framework for variable-rate image compression and a novel architecture based on
convolutional and deconvolutional LSTM recurrent networks. Li et al. [8] propose a
content weighted compression method with the importance map of the input image.
Theis et al. [9] propose compressive autoencoders, which uses a smooth approximation
of the discrete of the rounding function and upper-bound the discrete entropy rate loss
for continuous relaxation. Balle et al. [10] make use of a generalized divisive nor-
malization (GDN) for joint nonlinearity and replace rounding quantization with addi-
tive uniform noise for continuous relaxation.

Fig. 1. Framework of the proposed method
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Imagine a reference resource that collects a huge number of images. When you
randomly take a picture, you can often find some highly correlated images in the
reference resource that were taken at the same location with different viewpoints and
angles, focal lengths, and illuminations. However, the CNN based image compression
methods make it hard to utilize external images for compression even if highly cor-
related image can be found in the reference resource.

Motivated by the excellent performance of convolutional neural networks in image
processing. We propose a reference resource based image compression framework. The
proposed scheme extracts highly correlated images in the reference resource as side
information. The features of side information can guide the compression process and
assist the reconstruction process. The importance map is employed to guide the allo-
cation of local bit rate of the residual features. The proposed compression scheme is
formulated as a rate distortion optimization problem in an end-to-end manner.

The rest of the paper is organized as follows. Section 2 describes the encoding and
decoding process of the proposed scheme. The performance of our scheme is shown in
Sect. 3, followed by concluding remarks in Sect. 4.

2 Proposed Method

Our framework contains four components: reference resource (RS) based convolutional
encoder, importance map network, binarizer and RR based convolutional decoder.
Figure 1 shows the architecture of the proposed framework. Given an input image, the
encoder first describes the input image by SIFT descriptors. SIFT descriptors are
extracted from the original images and are used to retrieve near and partial duplicate
images in the reference resource and identify corresponding patches. The SIFT
descriptors are compressed and transmitted to decoder while it could find similar
images in the reference resource by utilizing the SIFT descriptors. Then the encoder
defines a nonlinear analysis transform by stacking convolutional layers which utilizes
side information generated from similar images in the reference resource. The
importance map network takes the intermediate feature maps as the input, and yields a
content-weighted importance map. Then the binary code is trimmed based on the mask
generated from the importance map. The decoder defines a nonlinear synthesis trans-
form to produce decoding result.

2.1 Generation of Side Information

Given an input image, we need to find out its near and partial-duplicate images in the
reference resource. The SIFT feature (key-point and descriptor) is one of the most
robust and distinctive point features. The SIFT keypoint gains invariance to scale and
rotation by exploiting scale-space extrema and the local dominant orientation.
The SIFT descriptor assemble a 4� 4 array of 8 gradient orientation histograms around
the keypoint, making it robust to image variations induced by both photometric and
geometric changes.

In the proposed scheme, we extract the side information of current input image at
both encoder side and decoder side. After we obtain the SIFT descriptors of current
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encoding image, the encoder first transmits them to the decoder with conventional SIFT
compression method [11]. In an image, the region of a SIFT descriptor with a large-
scale index often partially or completely covers the regions of some SIFT descriptors
with small-scale indices. As mentioned in [12], we bundle them as a group. One image
often has many groups. Every group is represented by a set of visual words and their
geometric relationship in the image. Decoded SIFT feature vectors are quantized to
visual words and organized into groups too. Every group is matched with all groups in
the reference resource. The number of matched visual words and their geometric
relationship score the matching result. This score is assigned to the image that contains
the group. After all groups are matched, the image with highest sum scores will be
selected as to generate side information of encoding image. Then we will find the
corresponding patch from the side information for each encoding patch (Fig. 2).

2.2 Convolutional Encoder and Decoder

Both the encoder and decoder in our framework are fully convolution networks and can
be trained by back-propagation. The encoder consists of nine convolutional layers.
Each three of them are treated as a group. We further remove the batch normalization
operations from the last two convolutional layers in one group. The encoder utilizes
side information to guide the compression process. The most different point between
conventional CNN based image-coding methods and the proposed framework is that
we adopt two inputs (input image and corresponding side information) for convolu-
tional networks. There are two networks in the proposed method: feature exaction
network and encoding network. The feature exaction network has the similar structure
with [8]. The feature exaction networks at both encoder and decoder side are jointly
trained to produce feature maps of side information in each level. The feature exaction
network can be expressed as

Fl
yðyÞ ¼ wl

yðyÞþBl
y ð1Þ

Where y is the side information, l stands for layer number, B and w represents the
biases and the mapping to be learn. The encoding network of proposed method can be
formulated as

Fig. 2. The input image and its corresponding similar image in the reference resource
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Fl
xðxÞ ¼ wl

xðA � Fl
y þFl�1

x ðxÞÞþBl
x ð2Þ

where x is the input image, � denotes the element wise multiplication operation and A
represents the weights between input image features and side information features
(Fig. 3).

In the encoding network, the input image is first convolved with 128 filters with
size 8� 8 and stride four and followed by one CNN group. The feature maps are then
convolved with 256 filters with 4� 4 and stride two and followed by two CNN groups
to output the intermediate feature maps. Finally, the intermediate feature maps are
convolved with n filters with size 1� 1 to yield the encoder output. It should be noted
that we set n = 64 for low compression rate models with less than 0.5 bpp and n = 128
otherwise. The network architecture of decoder is symmetric to that of the encoder
without the importance map network (Fig. 4).

2.3 Binarizer and Importance Map

Since sigmoid nonlinearity is adopted in the last convolutional layer, the encoder
output should be in the range of ½0; 1�. eijk denotes an element in output of encoder. The
binarizer is defined as

BðeijkÞ ¼ 1; if eijk [ 0:5
0; if eijk � 0:5

�
ð3Þ

However, the gradient of the binarizer function is zero almost everywhere except
that it is infinite when eijk ¼ 0:5. In the back-propagation process, the gradient is
computed layer by layer by utilizing the chain rule in a backward manner. This will
make any layer before the binarizer never be updated during training.

Fig. 3. Encode process of the proposed scheme
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To solve this problem, we adopt a proxy function eBðeijkÞ to approximate BðeijkÞ.
While BðeijkÞ is still used in forward propagation and eBðeijkÞ is used in back-
propagation. The proxy function is based on the straight though estimator on gradient
[2] and is defined as

~BðeijkÞ ¼
1;
eijk;
0;

if eijk [ 1
if 0� eijk � 1
if eijk � 0

8<
: ð4Þ

And the gradient of eBðeijkÞ can be easily calculated by

~B0ðeijkÞ¼ 1;
0;

if 0� eijk � 1
otherwise

�
ð5Þ

In general, the attentions in compressing different parts of an image should be
different. The smooth regions in an image should be easier to be compressed than those
with objects or rich textures. Thus, fewer bits should be allocated to the smooth region
while more bits should be allocated to the region with more information. Moreover,
when the whole code length for an image is limited, such allocation can also be used
for rate control.

The importance map is a feature map with only one channel, and its size should be
same with the encoder output. The value of importance map is in the range of (0, 1). An
importance map network is deployed to learn the importance map from an input image.
It takes the intermediate feature maps from the last residual block of the encoder as
input and use a network to produce the importance map.

Fig. 4. Decode process of the proposed method
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Denote by h� w the size of the importance map p, n the number of feature maps of
the encoder output and n� h� w the size of importance mask m. Given an element pij
in p, the quantizer is defined as

QðpijÞ ¼ l� 1;
L;

�
if l�1

L � pij\ l
L ; l ¼ 1; . . .; L

if pij ¼ 1
ð6Þ

where L is the importance levels and ðn mod LÞ ¼ 0. With QðpÞ, the importance mask
can be obtained by

mkij ¼ 1;
0;

if k� n
L QðpijÞ

else

�
ð7Þ

The final coding result of the image can be represented as c ¼ MðpÞ � BðeÞ, where
� denotes the element wise multiplication operation. Finally, in back-propagation, the
importance map m can be equivalently rewritten as a function of p

mkij ¼ 1;
0;

if kL
n

� �
\Lpij þ 1
else

�
ð8Þ

where :d e is the ceiling function. Analogous to binarizer, we also adopt a straight-
though estimator of the gradient.

2.4 Entropy Encoder

Due to the fact that no entropy constraint is included, the code generated by the encoder
is non-optimal in terms of entropy rate. This provides some leeway to further compress
the code with lossless entropy coding. Generally, there are two kind of entropy coding
methods includes Huffman tree and arithmetic coding. Between them, arithmetic
coding can exhibit better compression rate with a well-defined context, and is adopted
in this work.

The binary arithmetic coding is applied according to the CABAC [13] framework.
Note that CABAC is originally proposed for video compression. To encode binary
code, we modify the coding schedule, redefine the context which leads to the impor-
tance mask, and use convolutional neural network for probability prediction. As to
coding schedule, we simply code each binary bit map from left to right and row by row,
and skip those bits with the corresponding important mask value of zero.

We also extend the convolutional entropy encoder to the quantized importance
map. To utilize binary arithmetic coding, a number of binary code maps are adopted to
represent the quantized importance map. The convolutional entropy encoder is then
trained to compress the binary code maps.

2.5 Model Formulation

In general, the proposed image compression system can be formulated as a rate-
distortion optimization problem. Our objective is to minimize the combination of the

540 W. Yin et al.



distortion loss and rate loss. A tradeoff parameter c is introduced for balancing com-
pression rate and distortion. Let X be a set of train data, and x 2 X be an image from the
set. Therefore, the objective function is defined as

L ¼
X
x2X

fLDðc;w;A;B; xÞþ cLRðx; yÞg s:t: A � Fl
y þFl�1

x ðxÞ � wl�1
x ðxÞþBl�1 ð9Þ

where c is the code of the input image x and w is the weights between features of input
image and features of corresponding side information y. LDðc;w;A;B; xÞ denotes the
distortion loss and LRðx; yÞ denotes the rate loss.

Benefited from the relaxed rated loss and the straight-though estimator of the
gradient, the whole compression system can be trained in an end to end manner with
ADAM solver. We initialize the model with the parameters pre-trained on training set
without the side information. The model is further trained with the learning rate of le�4,
le�5 and le�6. In each learning rate, the model is trained until the objective function
does not decrease. And a smaller learning rate is adopted to fine-tune the model.

3 Experimental Result

Our reference resource-based image compression model is trained on a subset of
INRIA Holiday dataset [14] with about 1000 high quality images. We divide these
images into 128� 128 patches and take use of these patches to train the network. The
side information generated from reference resource is the same at encoder and decoder.
After training, we test the proposed model on another subset of INRIA Holiday dataset.
The compression rate of our model is evaluated by the metric bits per pixel (bpp),
which is calculated as the total amount of bits used to code the image divided by the
number of pixels. The image distortion is evaluated with Peak Signal to Noise Ratio
(PSNR).

3.1 Parameter Setting

In our experiments, we set the number of binary feature maps according to the com-
pression rate. For instance, it will be set as 64 when the compression rate is less than
0.5 bpp and 128 otherwise. Then, the number of importance level is chosen based on
importance mask. For n ¼ 64 and n ¼ 128, we set the number of importance level to
be 16 and 32, respectively. Moreover, different values of the tradeoff parameter c in the
range [0.0001,0.2] are chosen to get different compression rates. For the choice of the
threshold value r, we set it as r0hw for n ¼ 64 and 0:5r0hw for n ¼ 128. Here, r0 is the
wanted compression rate represent with bit per pixel (bpp).

3.2 Quantitative Evaluation

We compare our model with JPEG, JPEG 2000 and Li et al. [8]. Among different
variants of JPEG, the optimized JPEG with 4:2:0 Chroma subsampling is adopted.
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Fig. 6. Visual quality evaluation
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Using PSNR as performance metric, Fig. 5 gives the ratio-distortion curves of these
four methods. In terms of PSNR, the results by Li et al. [8], JPEG 2000 and ours are
much higher than that by JPEG. The proposed framework achieves 1.5 dB and 1.2 dB
gains in PSNR compared against JPEG 2000 and Li et al. [8].

3.3 Visual Quality Evaluation

In Fig. 6, one can see that the proposed compression framework achieves much better
subjective performance than JPEG and JPEG 2000, especially at a very low bit rate.
Our framework preserves more high-frequency information and recovers sharp edges
and pure textures in the reconstructed image.

4 Conclusion

A convolutional neural network based system is developed for reference resource-
based image compression. It well solves the problem of current image compression
schemes that is hard to utilize external images for compression even if highly correlated
image can be found in the reference resource. With the side information generated from
the reference resource, we introduce a neural network architecture, in which the input
image and corresponding image are taken as the inputs. With the importance map, we
suggest a non-entropy based loss for rate control. Experiments clearly show the
superiority of our method in retaining structures and removing artifacts, leading to
remarkable visual quality.
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