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ABSTRACT

Research on Robustness Enhancement for Spiking Neural

Networks

Jianhao Ding (Computer Application Technology)
Supervised by Prof. Tiejun Huang

ABSTRACT

As the third generation of neural networks, spiking neural networks (SNNs) have attracted
extensive research attention due to their unique spike representation, low energy consump-
tion advantages and timing characteristics. Compared with traditional deep learning meth-
ods, SNNs provide a computing method that is closer to the biological information process-
ing mechanism, and lead to a new path for the development of artificial intelligence (AI). At
present, Al represented by deep learning has made great progress in fields such as computer
vision, but it still faces robustness challenges, which will lead to erroneous output when the
input is disturbed. This thesis aims to study how to improve the robustness of SNNs address
the problem of insufficient robustness of deep learning.

There are two main motivations for studying the robustness of SNNs. First, deep tra-
ditional artificial neural networks (ANNSs) are vulnerable to adversarial attacks, threatening
safety-critical applications such as autonomous driving and industrial manufacturing. SNNs
rely on asynchronous spikes to transmit information. Studies have shown that they are insen-
sitive to small crafted perturbations, but mainstream end-to-end approximate gradient training
strategies may still expose them to attack risks. Therefore, improving the robustness of SNNs
is crucial to building reliable neuromorphic systems. Secondly, from an application perspec-
tive, neuromorphic cameras are susceptible to noise in visual tasks, which will reduce the
performance of SNNs in tasks such as object recognition. Improving the robustness of SNN's
in complex noise environments will help improve the practicality of neuromorphic computing
systems.

There are some key issues that need to be addressed in the study of robustness enhance-
ment of SNNs. First, neurons in deep SNNs face the problem of layer-by-layer amplification
of spike perturbations, and cannot directly use the perturbation analysis method of traditional
ANNs with continuous activation, which increases the difficulty of regulating spike perturba-

tions. Second, the internal membrane potential and spike state of SNNs will deviate from the
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normal trajectory when perturbed under perturbations, resulting in abnormal output spike pat-
terns and affecting the overall decision-making ability of the network. Finally, SNNs mainly
rely on rate coding, and their performance reduces to traditional ANNs. The concurrency of
perturbations will affect the generalization performance of the network. At present, there is no
systematic study analyzing the impact of time coding on the robustness of SNNs.

To solve the above key problems, this thesis starts from analyzing the characteristics of
SNNs and then explores the robustness mechanism of SNNs from neurons and networks to
their learning methods and designs effective models or methods to enhance their robustness.
The main innovations of this thesis include the following aspects:

First, in view of the problem of layer-by-layer amplification of spike perturbations,
a spike perturbation suppression neuron model is proposed, which solves the problem
of spike neuron perturbation amplification regulation. Combined with theoretical analy-
sis, this thesis explores the perturbation tolerance of SNNs at the synaptic connection level
and derives the Lipschitz constant for spike representation. Based on this theoretical result,
this thesis proposes a regularized training scheme for SNN. In addition, inspired by fine bio-
logical neurons, this thesis proposes a spike neuron model with stochastic gating, which ef-
fectively limits the amplification of spike perturbations in layer-by-layer propagation. This
method achieves 70.63% and 55.95% post-perturbation classification accuracy on CIFAR10
and CIFAR100 datasets and can even make the black-box attack of projected gradient descent
attacks almost ineffective.

Secondly, in view of the problem of abnormal output of perturbed network dynam-
ics, a membrane potential perturbation adaptive network is proposed, which effectively
overcomes the challenge of output deviation over time caused by the non-steady internal
state of SNNs. From the perspective of nonlinear system stability, this thesis reveals the rela-
tionship between network robustness and membrane potential change over time. Based on the
observation that the statistics of the membrane potential perturbation dynamics can reliably
describe the perturbation intensity, an auxiliary loss function is designed to ensure that the
post-perturbation dynamics meet the requirements of network input-output stability. During
network training, the membrane time constant can be adaptively adjusted to achieve stronger
input-output stability. The network structure of this method performs well in image classifica-
tion tasks after Gaussian noise training and adversarial training on CIFAR10 and CIFAR100
datasets, and can achieve the best post-perturbation performance among the existing SNN ro-
bustness improvement algorithms.

Third, in view of the problem of reduced generalization performance of SNNs when
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perturbations are concurrent, a robust learning method integrating spike time coding is
proposed, which demonstrates that spike time has the ability to significantly improve the
invulnerable ability of SNNs, solving the contradiction between the reduction of asyn-
chronous SNNs and traditional ANNs in perturbation performance. This thesis uses the
spatiotemporal asynchronous characteristics of SNNs to design a time coding scheme based
on spike synchronization, ensuring that task-critical information is represented first in the time
coding, and adopts the first spike time decoding strategy to reduce the impact of subsequent per-
turbations in time on the network task performance. With the generalization ability of the SNN
timing-based training algorithm, the invulnerable ability of the system is further improved. In
order to achieve a balance between the network’s generalization ability in natural data and the
robustness of perturbed input, this thesis also proposes a multi-channel fusion coding strategy.
The robust learning method verifies its effectiveness on the CIFAR10 dataset. The classifica-
tion accuracy of the network trained using the above strategy is increased by about two times
when processing perturbed data, which lays a good foundation for the development of robust
intelligent systems based on spike neural networks.

Fourth, this thesis integrates the core of the network robustness enhancement tech-
nology and designs a robustness enhancement system based on spike cameras. The sys-
tem is trained on the SpiReco dataset, and its recognition performance is tested under Gaussian
noise and adversarial attacks. Experimental results show that the regularized adaptive training
method can effectively improve the robustness of the spiking neural network on the dataset.
Finally, a recognition result display system is constructed to effectively demonstrate the per-
formance of the spiking neural network in the spike stream recognition task.

In summary, in response to the robustness challenge of spiking neural networks, this thesis
designed a multi-level solution to enhance the robustness of SNN and systematically verified
it through a neuromorphic dataset. This thesis lays the foundation for building SNN systems
in real scenarios in the future. In addition, this thesis will also promote the promotion of SNNs
in safety-critical applications and provide a new perspective for understanding how the brain

achieves high robustness under noisy conditions.
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