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ABSTRACT

Research on Image Reconstruction and Lightweight
Methods for Spike Cameras

Shiyan Chen (Computer Science)
Directed by Assistant Prof. Zhaofei Yu

ABSTRACT

With the increasing demand for high-speed imaging technology in fields such as indus-
trial inspection and autonomous driving, traditional frame-based sensors have revealed a series
of inherent defects in high-speed dynamic scenes: the synchronous exposure mechanism leads
to the dilemma of balancing motion blur and noise, and the limited dynamic range causes over-
exposure and underexposure issues. Traditional high-speed cameras, on the other hand, are
costly, and the contradiction between the redundancy brought by their high temporal resolu-
tion and the storage bandwidth constrains their ability to record continuous scenes. Against
this backdrop, neuromorphic sensors break through traditional imaging limitations through
asynchronous sampling mechanisms. Among them, the spike camera, as a representative of
integrating-type neuromorphic sensors, can capture motion scenes with more texture details
at an ultra-high sampling rate of 40,000 Hz through the photon accumulation and spike fir-
ing mechanism, achieving the leap from “motion contour perception” to “full texture percep-
tion” in neuromorphic sensors. However, the practical application of spike cameras still faces
challenges: their asynchronous binary sparse spike streams are difficult to directly adapt to
traditional vision algorithms, and their characteristics of ultra-high temporal resolution, low
spatial resolution, and lack of color perception limit their application in complex scenes. The
research topic of this paper is the research on image reconstruction and lightweight methods
for spike cameras, aiming to expand the application space of spike cameras and unleash their
potential in high-speed independent imaging and high-speed assisted imaging.

Specifically, spike cameras face multiple challenges in both independent and assisted
imaging. In terms of independent imaging, spike cameras are confronted with: (1) the do-
main shift problem between synthetic and real scenes. Existing datasets based on frame in-
terpolation or physical simulation are limited by imperfect noise modeling and insufficient

scene coverage, and supervised reconstruction algorithms trained on synthetic datasets have
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poor generalization in real scenes; (2) the dilemma of balancing reconstruction quality and
computational efficiency. The ultra-high temporal resolution of spike cameras demands high
algorithm efficiency, while existing algorithms often fail to strike a balance between recon-
struction quality and efficiency. In terms of assisted imaging, the complementary advantages
of spike cameras and traditional cameras give them significant potential in this field. How-
ever, the severe mismatch in spatiotemporal resolution between the two types of cameras has
not been fully explored for cross-modal information complementarity. To address the above
challenges, this paper systematically studies the image reconstruction tasks of spike cameras

in both independent and assisted imaging and makes the following contributions:

Firstly, to address the issue that supervised spike reconstruction algorithms are limited
by synthetic datasets and perform poorly in real scenes due to domain shift, the first self-
supervised high-quality reconstruction algorithm for spike cameras is proposed. By intro-
ducing a blind-spot network and constructing suitable pseudo-labels, self-supervised learning
for the spike reconstruction task is achieved. An adaptive motion inference module is also
proposed to better represent spikes and a mutual learning framework is designed to further
enhance computational efficiency and algorithm performance. Experiments show that the
proposed self-supervised paradigm significantly outperforms unsupervised methods and, after
fine-tuning on real data, demonstrates significantly better results than supervised algorithms,

with higher flexibility and practical value.

Secondly, to address the complementary characteristics and severe spatiotemporal resolu-
tion mismatch between spike cameras and traditional cameras, the first dynamic scene recon-
struction algorithm based on spike-assisted imaging is proposed. A bidirectional information
complementary framework between the spike domain and the image domain is constructed
and an efficient information fusion module is proposed to achieve efficient collaborative inter-
action between the two modalities. The high-resolution information in blurred images is used
to assist the super-resolution reconstruction of spike streams and spike features are further
refined to assist the reconstruction of color clear images. In addition, a learning method based
on range-null space decomposition is proposed, which decouples the consistency learning
and authenticity learning in spike-assisted dynamic scene reconstruction tasks. This enhances
interpretability while improving network performance. To address the texture information
loss caused by the severe spatial resolution mismatch between spike cameras and traditional
cameras, an efficient diffusion model is introduced to enhance the reconstruction results and

achieve high-quality reconstruction.
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Thirdly, to address the issue that existing spike reconstruction algorithms have com-
plex network structures and high computational complexity, making them difficult to apply
in real-time, a lightweight spike reconstruction network design scheme based on pure 1 x 1
convolution with high sharing is proposed. Through a series of operations including feature
split, feature shift, and grouped convolution, the receptive field is effectively expanded. A se-
ries of channel shuffle and grouped convolution operations efficiently achieve feature fusion.
The proposed scheme is highly modular and can be easily adapted to both supervised and
self-supervised reconstruction tasks. In self-supervised mode, it outperforms previous self-
supervised networks with only 4.3% of the parameters and 7.4% of the multiply—accumulate
operations. In supervised mode, it outperforms the state-of-the-art supervised solution with
26.5% of the parameters and 19.7% of the multiply—accumulate operations.

Finally, an interactive spike image reconstruction system is constructed by integrating
the aforementioned research solutions. This system intuitively demonstrates the efficient and
high-quality processing of real data by the various reconstruction methods proposed in this pa-
per. It also provides the functions of online fine-tuning and generative enhancement based on
an efficient diffusion model, enabling the algorithm to better adapt to real scenes and achieve
superior visualization results.

In summary, this paper makes breakthroughs in key practical challenges of spike cameras
from three dimensions: learning paradigms, modality fusion, and computational efficiency.
The proposed self-supervised reconstruction framework achieves high-quality spike recon-
struction in real scenes. The cross-modal complementary mechanism provides new ideas for
hybrid imaging tasks, and the lightweight solution lays the foundation for real-time applica-

tions of spike cameras.

KEYWORDS: Spkie Camera, Image Reconstruction, Self-Supervised, Motion Deblurring,
Lightweight Network
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