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Abstract—In the latest video coding standard, namely, high-
efficiency video coding (HEVC), intra coding efficiency is
significantly improved by a quadtree partition structure and
more intra prediction modes. For intra coding, 35 intra modes
are employed including 33 angular intra prediction (AIP) modes
that are effective for blocks with strong directions, and a planar
mode and a dc mode that are used to predict smooth regions.
However, intra prediction in HEVC still cannot handle complicated
blocks well. To deal with this problem, this paper proposes a
hybrid intra prediction method to improve the intra prediction
efficiency. The proposed hybrid intra prediction method consists
of three parts: adaptive template matching prediction (ATMP)
by exploring nonlocal correlation, combined local and nonlocal
prediction by exploring both local correlation for AIP and non-
local correlation for ATMP, and combined neighboring modes
prediction that can generate smooth prediction by exploring more
local correlations. Experimental results suggest that the proposed
hybrid intra prediction method achieves 2.8% BD-rate reduction
on average for luma compared to HEVC reference software HM-
14.0 under all intra main configurations. The gain can be up to
6.9%. When integrated into joint exploration model −1.0, the
proposed method still can achieve 1.2% BD-rate reduction for
luma.

Index Terms—High efficient video coding (HEVC), intra coding,
intra prediction, template matching prediction.

I. INTRODUCTION

THE latest High Efficiency Video Coding (HEVC) Standard
[1] which was developed by the Joint Collaborative Team

on Video Coding (JCT-VC) improves the video coding perfor-
mance significantly. Compared to previous video coding stan-
dard H.264/AVC [2], HEVC achieves about 50% bit rate reduc-
tion under the same perceptual video quality. Intra coding plays

Manuscript received April 26, 2017; revised August 11, 2017; accepted
October 31, 2017. Date of publication November 20, 2017; date of current
version June 15, 2018. This work was supported in part by the Major State
Basic Research Development Program of China (973 Program) under Grant
2015CB351804. The associate editor coordinating the review of this manuscript
and approving it for publication was Prof. Balakrishnan Prabhakaran. (Corre-
sponding author: Debin Zhao.)

T. Zhang was with the Department of Computer Science and Technology,
Harbin Institute of Technology, Harbin 150001, China. He is now with the
Tencent, Beijing 100080, China (e-mail: taozhang.hit@hotmail.com).

X. Fan and D. Zhao are with the School of Computer Science and Technology,
Harbin Institute of Technology, Harbin 150001, China (e-mail: fxp@hit.edu.cn;
dbzhao@hit.edu.cn).

R. Xiong and W. Gao are with the School of Electronics Engineering
and Computer Science, Peking University, Beijing 100080, China (e-mail:
rqxiong@pku.edu.cn; wgao@pku.edu.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMM.2017.2775223

an important role in recent video coding standards. In HEVC in-
tra coding, a frame is divided into large non-overlapping blocks
called coding tree units (CTUs). The CTUs are further parti-
tioned into sub-blocks called coding units (CUs) according to
a quadtree-based structure. Each CU can be recursively divided
into four equal-sized sub-CUs. The size of the coding unit (CU)
can be from 8 × 8 to 64 × 64. A CU is further divided into one
or four prediction units (PU) and each PU can have different
prediction modes. In intra coding, the size of the PU can be the
same as the CU which is indicated by 2N × 2N when the CU is
not a smallest coding unit (SCU). Otherwise, the size of the PU
can be 2N × 2N or N × N. Transform unit (TU) is the basic unit
used in the transform which is generated by the quadtree parti-
tion of the CU, and the size of TU can be from 4 × 4 to 32 × 32.
The quadtree partitions make the block-size more flexible and
adaptive to the characteristics of the content, which improves
the coding efficiency significantly.

In the modern video coding standards such as HEVC and
H.264/AVC, intra prediction is generated by copying the refer-
ence pixels in previously coded boundaries of local blocks along
an angular direction. In HEVC intra prediction [3], there are 35
modes in total, as shown in Fig. 1. Among these intra prediction
modes, 33 angular intra prediction (AIP) modes are effective
for blocks with directional patterns, and planar mode and DC
mode are used to predict smooth regions. Compared to only 9
modes in H.264/AVC, the intra prediction efficiency in HEVC
is significantly improved since it can handle blocks with more
directions well. However, for complicated blocks, e.g., blocks
with complex textures, HEVC intra prediction still cannot work
well.

Several methods [4]–[14] have been proposed to further im-
prove the intra coding efficiency. Most of these methods can
be considered as filtering-based intra prediction, in which local
correlation between pixels is explored. The filtering-based in-
tra prediction methods predict the pixels by weighted average
of boundary pixels of the coding block or neighboring pixels
within the coding block. Recursive extrapolation approach was
proposed in [4], [5]. In this method, image signal is considered
as a 2-D non-separable Markov model, and a three-tap filter
[4] or a four-tap filter [5] is applied to the nearest neighbors of
each pixel to get the prediction for the pixels in the block. The
coefficients of the filters are trained offline. Based on the statisti-
cal model trained from real images, position-dependent filtering
intra prediction method was proposed in [6], in which each po-
sition under different block sizes and prediction modes employs
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Fig. 1. Intra prediction modes in HEVC.

its own filtering weights. In [7], PDE-based image inpainting
method was used in intra prediction with the assumption that
image blocks are usually smooth so that the prediction can be
generated by solving a PDE problem based on the known bound-
aries. Based on the analysis that smoothing the copying-based
prediction can derive a better prediction, a block-size-dependent
iterative filtering method was proposed to smooth the prediction
generated by HEVC intra prediction in [8]. A block split based
intra coding method was proposed in [9]. This method codes
only a half of pixels in each prediction block, while the other
half pixels are reconstructed by linear interpolations utilizing
the spatial correlation of neighboring pixels. A generalized in-
tra prediction framework based on sparse linear models and
geometric transformation was proposed to replace the 33 angu-
lar intra prediction modes in HEVC intra coding in [10]. This
method unifies the angular HEVC prediction modes and least-
squares prediction [11]. A combined intra prediction method
was proposed in [12] to exploit the redundancy between neigh-
boring blocks and also between pixels within a coding block. In
this method, the predictors generated by HEVC intra prediction
and the weighted average of neighboring pixels are combined
to get a new predictor. The performance of this method be-
comes marginal when the residual quad-tree (RQT) structure
[1] was adopted in HEVC. RQT can improve the prediction ac-
curacy since the reference pixels become closer to the predicted
block. Another method which aims at shortening the distance
between the predicted pixels and the references was proposed
in [13], in which a non-square block splitting method under a
quadtree block structure is employed. The reconstructed non-
square block can be used as the reference for the neighboring
block. Therefore, the distance between the reference samples
and the local samples is reduced, which leads to the improved

prediction accuracy. Bi-directional prediction [14] which com-
bines two intra prediction modes was proposed for H.264/AVC
intra coding.

In addition to the above mentioned filtering-based methods,
some other methods [15]–[18] which exploit non-local corre-
lation for intra prediction were proposed. A block matching
based intra prediction was proposed in [15]. In this method,
the reconstructed part of the frame is used as the reference,
and the prediction for current block is searched in the reference
by block matching. The derived block vector which indicates
the position of the best matched block needs to be encoded.
This prediction method also called intra block copy (IBC) was
adopted in the HEVC screen content coding extension [24] be-
cause of its high coding performance for screen content coding
(SCC) [33]–[35]. Another block matching based method called
template matching prediction (TMP) was firstly proposed as an
extra prediction mode for H.264/AVC [16], [17]. In TMP, the
neighboring boundary pixels of the coding block are taken as
the template and the corresponding blocks in the reconstructed
region of the same frame with the best matched templates are
considered as the prediction candidates for the coding block.
Since the template matching process can be also performed at
the decoder side, the overhead for signaling the prediction can-
didate can be neglected.

Our previous work [18] proposed a combined TMP and AIP
prediction, which can provide more accurate predictions than
TMP and AIP for some blocks with complicated textures. In
this paper, we extend the work in [18] by analyzing local and
non-local correlations between coding blocks and then propose
a hybrid intra prediction method to further improve the pre-
diction efficiency of intra coding. Firstly, in order to predict
blocks with complex textures, an adaptive template matching
prediction method (ATMP) by exploring non-local correlation is
proposed. Secondly, a combined local and non-local prediction
(CLNP) method is proposed to improve the prediction efficiency
for blocks with both complex textures and strong local features,
in which both non-local and local correlations are exploited
simultaneously. Furthermore, a combined neighboring modes
prediction (CNMP) method is proposed to predict blocks with
blurring edges by using more local correlations. Experimen-
tal results suggest that compared to HEVC reference software
HM-14.0, the proposed hybrid intra prediction method achieves
2.8%, 3.3% and 3.4% BD-rate reduction for Y, U and V under
all intra main configuration, respectively. The proposed method
can also achieve 1.0%, 1.3% and 1.5% BD-rate reduction for Y,
U and V under random access configuration, respectively. When
the proposed method is integrated into JEM-1.0 [27], [28] which
is a test model for exploring future video coding technology, the
coding gains are 1.2%, 2.1% and 2.3% for Y, U and V under
all intra main configuration, and 0.4%, 1.1% and 0.6% for Y, U
and V under random access configuration.

The rest of the paper is organized as follows. Section II gives
motivation for the proposed hybrid intra prediction method. In
Section III, the proposed method is described in detail. Experi-
mental results are given in Section IV and Section V concludes
the work in this paper.
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Fig. 2. The first frame of sequence BasketballPass.

Fig. 3. An example of (a) luma block and its predictions by (b) AIP with
mode 26; (c) ATMP; (d) CLNP.

Fig. 4. An example of (a) luma block and its predictions by (b) AIP with
mode 11; (c) AIP with mode 12; (d) CNMP with mode 11 and 12.

II. MOTIVATION

As mentioned before, AIP in HEVC can provide good pre-
dictions for blocks with strong directional patterns, while its
prediction accuracy decreases for blocks with complicated tex-
tures and blocks with blurring edges. Fig. 2 shows the first frame
of sequence BasketballPass. It can be seen that the textures of
the wall are relatively complicated, and there exist some regions
with blurring edges (the green and white lines on the floor, re-
gions near the celling, and boundaries of the people and objects).
To illustrate the different characteristics of different blocks, two
examples of 16 × 16 luma blocks are given in Figs. 3 and 4.

Fig. 3 shows a 16 × 16 luma block (marked in yellow in
Fig. 2) with both complex textures and strong vertical edges.
It is obvious the prediction generated by AIP in HEVC [see
Fig. 3(b)] can only provide the strong edges with mode 26
while the complicated textures are removed. Fig. 3(c) and (d)
give the results generated by the proposed ATMP and CLNP,
respectively. It can be observed that both the textures and the
edges are kept in Fig. 3(c) by using the non-local prediction
in ATMP. However, some unwanted textures are also generated
and the strong edges are smoothed. The prediction shown in

Fig. 5. Proposed hybrid intra prediction for HEVC.

Fig. 3(d) generated by CLNP which combines local prediction
by AIP and non-local prediction by ATMP provides a more
accurate prediction, in which the strong edges are remained and
the textures are more similar to the original block.

Fig. 4 shows another 16 × 16 luma block (marked in green
in Fig. 2) with relatively blurring edges close to horizontal di-
rection. The predictions generated by AIP with mode 11 and
AIP with mode 12 are given in Fig. 4(b) and (c), respectively.
We can see that the prediction in Fig. 4(b) has relatively strong
edges while the direction of edges in the prediction in Fig. 4(c)
deviates from the edges in original block. Fig. 4(d) shows the
prediction generated by the proposed CNMP which combines
the predictions from AIP with mode 11 and AIP with mode 12.
It can be seen that Fig. 4(d) provides more similar edges to the
original block. The prediction by CNMP has smoother edges
than AIP with mode 11 and provides more accurate direction of
edges than AIP with mode 12.

III. PROPOSED HYBRID INTRA PREDICTION

According to the motivation in Section II, a hybrid intra pre-
diction method is proposed to improve intra prediction. The pro-
posed hybrid intra prediction as shown in Fig. 5 consists of three
parts: adaptive template matching prediction (ATMP) which can
provide good predictions for blocks with complex textures by
exploring non-local correlation, combined local and non-local
prediction (CLNP) by exploring both local correlation for AIP
and non-local correlation for ATMP, and combined neighbor-
ing modes prediction (CNMP) which can generate smoother
prediction by exploring more local correlations. In the hybrid
intra prediction, these three prediction methods are tested and
compared with each other. Then, the best one among these three
methods and the best intra prediction mode from HEVC intra
prediction are also compared. At last, the one with the small-
est rate-distortion (RD) cost is selected as the intra prediction
for the coding block. At the encoder side, the best prediction
method for each CU is signaled and transmitted. The details for
the proposed intra prediction are described as follows.

A. Adaptive Template Matching Prediction

Template matching prediction (TMP) [16] was firstly pro-
posed for H.264/AVC as an additional intra prediction mode.
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Fig. 6. Template matching process. Inverse-L shaped areas are the templates
(in light blue and light green) used in the matching process. The deep blue blocks
B1 ∼ BM are the prediction candidates for the coding block B (in green).

Fig. 7. Flowchart of the proposed ATMP.

TMP can predict blocks with complex textures well when the
correlation between the coding block and its template is high
and similar patterns can be found for the coding block within
the coding frame. The TMP process is shown in Fig. 6. In TMP,
template matching is performed for T in the reconstructed region
of the coding frame. Several templates T1 ∼ TM which best
match the template T can be found and the corresponding blocks
B1 ∼ BM can be utilized as the predictors for the coding block
B. Based on the matched templates, the corresponding block
with the smallest sum of squared errors (SSE) for the template
[16] or the average block [17] is utilized as the final prediction
for B.

However, there have some drawbacks in TMP. Firstly, ac-
cording to [17], averaging all the candidates can improve the
prediction accuracy. Nevertheless, the prediction block with the
best matched template can be better if the correlation between
the template and its neighboring block is high enough. There-
fore, only using one candidate or only averaging all the can-
didates may be inefficient. Besides, simply averaging all the
candidates is also inefficient since the different importance of
each candidate is not considered. We propose an adaptive TMP
(ATMP) method to further improve the efficiency of TMP, in
which two different predictors can be used for prediction and
adaptive weighting is designed for the prediction candidates.

The flowchart of the proposed ATMP is given in Fig. 7. In
ATMP, the width of the template is set to two pixels, and the
vertical search range does not exceed the above border of the
above CTU and the horizontal search range does not exceed the
left border of the left CTU in order to avoid large memory access
and search complexity. An example is shown in Fig. 8 in which
the size of the CU (in green) is 32 × 32 and its search regions
contain the left CTU, the above-left CTU, the above CTU and
the reconstructed CUs in current CTU.

Fig. 8. Search range and template size for the CU in green. The gray regions
are already reconstructed.

In ATMP, two predictors based on the matched templates are
used, which are the corresponding block with the best matched
template and the weighted average block. The first predictor can
be represented by

Pf
AT M P (i, j) = Bt(i, j), (1)

where t is the index of the best matched template, and Bt is the
corresponding block of template Tt .

The weighted average block is calculated from M candidate
blocks with the smallest SSEs of the templates. Assume a pixel
value p in current template T is a random variable with mean
p̄. The corresponding pixel value pm in the matched template
Tm can be observed as the predictor of p with an error em with
zero mean and variance σ2

m . Therefore, E (pm ) = p̄. p̄ can be
estimated by

p̄ =
M∑

m=1

pm /M. (2)

The final prediction for each pixel position in the template
T can be calculated by adding the mean value to the weighted
average value of the M predictors with mean removal. Thus, we
can obtain the estimate for p as the linear combination of pm as

p =
M∑

m=1

αm (pm−p̄) + p̄. (3)

The weights can be given by

αm =
1/σ2

m∑M
m=1 1/σ2

m

, (4)

where σ2
m can be estimated by SSE(T,Tm )/NT . NT is the

number of pixels in the template T. Based on the high cor-
relations between the templates and the corresponding coding
blocks, the second predictor can be represented by

Ps
AT M P (i, j) =

M∑

m=1

αm (Bm (i, j) − B(i, j)) + B(i, j), (5)
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Fig. 9. The relations (a) between BD-rate reduction and M, and (b) between
encoding/decoding time and M.

where B(i, j) is the mean value of Bm (i, j) which is calculated
in the same way as (2) and αm is derived by (4).

The candidate number M is crucial for the prediction per-
formance and encoding/decoding time. In order to obtain an
appropriate M, we use four test sequences: BasketballDrive,
BQTerrace, BasketballDrill and Johnny, to get the relations be-
tween average BD-rate reduction (and encoding/decoding time)
and M. In the test, M is set to 2n , where n is from 1 to 5. As
shown in Fig. 9, the BD-rate reduction increases with M, and the
increase becomes small when M is larger than 8. The encoding
and decoding time also increase with M, and the relations are
close to linear. Therefore, M is set to 8 in order to get a good
balance between coding performance and encoding/decoding
complexity.

At the encoder side, the final prediction for current CU is
selected between the first predictor and the second predictor by
rate-distortion optimization (RDO) process, and the better one
is signaled and transmitted. It should be noted that ATMP is
applied for both luma and chroma blocks.

The prediction error measured by SSE of the proposed ATMP
for Fig. 3(c) is 7224 which is smaller than the SSE (9942) for

Fig. 10. Illustration of CLNP. It combines AIP which exploits local correla-
tion, and ATMP which exploits non-local correlation.

Fig. 11. Flowchart of the proposed CLNP.

the prediction by AIP with mode 26 in Fig. 3(b). This indicates
that the proposed ATMP is more accurate for predicting this
block than AIP.

B. Combined Local and Non-Local Prediction by AIP
and ATMP

For blocks with both complex textures and strong local edges,
both AIP and ATMP are inefficient. This is because AIP can only
deal well with blocks with local edges while complex textures
are difficult to be predicted. ATMP can predict complex textures
while the local edges are smoothed or inaccurate because of the
averaging of the candidates or the imperfect template matching.
In order to handle this problem, in this subsection, a combined
local and non-local prediction (CLNP) by exploring both lo-
cal correlation for AIP and non-local correlation for ATMP is
presented. In CLNP, AIP is used to predict the strong edges by
using local correlation between the coding block and the bound-
ary pixels and ATMP is used to predict the complex textures by
using non-local correlation between the coding block and the
matched blocks. Fig. 10 gives the illustration of CLNP.

The flowchart of the proposed CLNP is given in Fig. 11.
Different from intra prediction in HEVC, we only use modes
of neighboring PUs to generate the local prediction in CLNP.
The neighboring PUs used in CLNP are the above PU and the
left PU of current CU. It is known that there have high correla-
tions between neighboring PUs, especially when strong direc-
tional patterns exist in the local region. Therefore, the modes of
neighboring PUs can be utilized to approximate the directional
patterns in current PU. It should be noted that neighboring PU
may be not encoded by AIP in some cases. In these cases, the
intra mode (AIP mode) of the neighboring PU needs to be deter-
mined. If the PU is coded by ATMP, the AIP mode is set to DC
mode; if the PU is coded by CLNP, the AIP mode is set to the
AIP mode in CLNP; if the PU is coded by CNMP, the AIP mode



ZHANG et al.: HYBRID INTRAPREDICTION BASED ON LOCAL AND NONLOCAL CORRELATIONS 1627

is set to the first mode in CNMP. Another advantage of using
modes of neighboring PUs is that the overhead for signaling the
intra mode is small since only 1 bit is needed to indicate which
PU’s mode is used in CLNP when the modes of above PU and
left PU are different, and no bit is needed when these two modes
are the same.

In CLNP, the weighted prediction by ATMP is combined with
the prediction by AIP. The generated prediction is represented
by

PC LN P (i, j) = wnon−local ∗ Pnon−local(i, j)

+ wlocal ∗ Plocal(i, j), (6)

where Pnon−local represents the prediction from ATMP and
Plocal represents the prediction from AIP with the mode of left
PU or above PU. wnon−local and wlocal are weighting factors
and wnon−local + wlocal = 1. The weighting factors balance the
importance of these two predictions. The optimal weights can
be estimated at the encoder side by solving a LSE optimization
problem which can be formulated as:

Min
wl o c a l

||O(i, j) − (1 − wlocal) ∗ Pnon−local(i, j)

− wlocal ∗ Plocal(i, j)||2 , (7)

where O(i, j) is the original value in the coding block. Since
the original value cannot be obtained in the decoder side, the op-
timal weight wlocal needs to be encoded and transmitted. How-
ever, the overhead for signaling the weight is large which will
degrade the coding efficiency of CLNP. Thus, in CLNP, three
different weights are pre-defined which emphasize the different
importance of local prediction and non-local prediction. The
combined prediction in (6) is rewritten as follows:

PC LN P (i, j) = ((4 − wlocal) ∗ Pnon−local(i, j)

+ wlocal ∗ Plocal(i, j) + 2) � 2, (8)

where the weight wlocal can be 1, 2 or 3. If wlocal is 1, wnon−local

will be 3 and the prediction from non-local prediction is more
important, and vice versa. If wlocal is 2, wnon−local will also
be 2 and these two predictions are averaged to generate the
combined prediction. The best combination of ATMP and AIP
will be selected from these three combinations though RDO
process. In order to signal the best combination, one or two bits
are needed. In this paper, CLNP is applied for both luma and
chroma blocks. For chroma blocks, only the CLNP mode will
be tested when the CLNP mode is selected as the best mode for
luma and any other chroma intra prediction modes, such as DC
mode and planar mode will be directly skipped.

For the example in Fig. 3, the SSE for the prediction by CLNP
is 6762 which is smaller than the SSEs for the predictions by
ATMP and AIP. This verifies that the prediction generated by
CLNP is more accurate for this block.

C. Combined Neighboring Modes Prediction

The bi-directional intra prediction [14] was firstly proposed
as an additional intra prediction mode for H.264/AVC, in which
two predictions generated by two intra prediction modes are

Fig. 12. A part of the first frame of BasketballDrive.

Fig. 13. Flowchart of the proposed CNMP.

weighted to generate a new predictor for the coding block. Sev-
eral combinations of two modes are generated based on the
statistics and compared with original intra modes in H.264/AVC.
The best intra coding mode for the block is selected from these
combinations and the original intra modes. However, there are
some disadvantages of this method. Firstly, the number of the
combinations is high which leads to high computational com-
plexity for the encoder, especially for HEVC in which the num-
ber of modes is up to 35. Secondly, the weights are trained
offline which are not adaptive to the content of the block. Be-
sides, the weights for each combination need to be stored which
will occupy memory buffers.

In this subsection, a combined neighboring modes prediction
(CNMP) is proposed. In CNMP, only two neighboring modes
are combined based on the modes of neighboring PUs. The
weighting factors for these two predictors are adaptively calcu-
lated based on the content of the block and do not need to be
encoded. CNMP is mainly used for blocks with blurring edges
and boundaries which are common for videos with fast motions
for objects and camera. An example is shown in Fig. 12.

The flowchart of CNMP is shown in Fig. 13. In CNMP, two of
the 35 modes in HEVC intra prediction are utilized to generate
two corresponding predictors and then combined to generate a
new predictor for the coding block. As we known, neighboring
blocks usually have high correlations, which means the direc-
tional information in neighboring blocks is similar. Similar to the
intra mode derivation in CLNP, the neighboring blocks used in
CNMP are also the above PU and the left PU of current CU. We
use one of the neighboring PUs’ modes as one of the two modes
in CNMP which is referred to as the first mode (first_mode). If
the neighboring PU is not encoded by AIP, the intra mode of the
neighboring PU is decided by using the same method in CLNP.
There are two different cases for selecting first_mode. When the
modes of above PU and left PU are the same, first_mode is set to
this same mode. Otherwise, first_mode can be either the mode
of the above PU or the mode of the left PU. If first_mode is a
directional mode, the second mode (second_mode) in CNMP
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TABLE I
THE DERIVATION OF THE SECOND MODE

first_mode second_mode

DC planar
planar DC
2 3 or 33
34 3 or 33
3 ∼ 33 first_mode −1 or first_mode +1

Fig. 14. The locations of neighboring TUs of current TU.

is set to one of its two closest modes. Otherwise, if first_mode
is a non-directional mode, the second_mode is set to the other
non-directional mode. The derivation of second_mode is shown
in Table I. The numbers in Table I represent the intra modes of
HEVC intra prediction as shown in Fig. 1.

Based on the derivation of first_mode and second_mode, a list
of mode combinations can be generated. The best combination
with the smallest RD cost will be selected. For example, assume
the mode of the above PU is 26 and the mode of the left PU is 30,
then the combinations of first_mode and second_mode can be
(26, 25), (26, 27), (30, 29) and (30, 31). These four combinations
will be compared through RDO process and the best one will
be used for prediction.

The prediction of CNMP is represented by

PC N M P (i, j) = wf ∗ Pf (i, j) + ws ∗ Ps(i, j), (9)

where Pf and Ps are the predictions generated by first_mode
and second_mode, respectively. wf and ws are the weighting
factors and wf + ws = 1. In the HEVC intra coding, TU is the
basic unit employed in intra prediction since it allows the re-
constructed neighboring TUs to be used as the reference when
coding current TU, which reduces the distance between the ref-
erence and the block to be predicted. In the proposed CNMP, the
weighting factors are adaptively derived by using neighboring
reconstructed TUs since there have high correlations between
current TU and its neighboring TUs. Assume the whole block in
Fig. 14 is a CU and the sub-blocks are TUs. The gray blocks are
already encoded and reconstructed TUs. The weighting factor
wf for current TU (C) is predicted by its above TU (A) and its
left TU (L) as follows:

wf = (wL
f + wA

f )/2, (10)

where wA
f and wL

f are the weighting factors for first_mode which
are calculated from the above TU and the left TU respectively.
wA

f and wL
f can be obtained as follows.

For the left TU L, the two predictors in CNMP and its recon-
structed block are both available before predicting current TU
C. A linear model is used to derive the weighting factor, which
is represented by

L(i, j) = wL
f ∗ PL

f (i, j) + (1 − wL
f ) ∗ PL

s (i, j), (11)

where PL
f and PL

s are the two predictors for the left TU, and
wL

f is the weighting factor. L(i, j) is the pixel value of left re-
constructed TU. The parameter wL

f can be estimated by solving
a LSE optimization problem which is formulated as:

Min
wL

f

||L(i, j) − wL
f ∗ PL

f (i, j) − (1 − wL
f ) ∗ PL

s (i, j)||2 .
(12)

The solution of the LSE optimization problems can be calcu-
lated by:

∂

∂wL
f

∥∥L(i, j)−PL
s (i, j)−wL

f ∗ (PL
f (i, j)−PL

s (i, j))
∥∥2

=0.

(13)
So the weighting factor wf

L can be represented by eq. (14)
shown at the bottom of this page.

For the above TU A, the same process can be employed to
derive the weight wA

f after the reconstruction of TU A.
It should be noted that the weighting factor for the first TU

of the CU is set to a default value, 0.5. If the above TU (or left
TU) of current TU is unavailable, the weighting factor of the
above TU (or the left TU) is also set to 0.5. After calculating the
weighting factors wA

f and wf
L , (10) is used to approximate the

weighting factor for current TU when generating the combined
prediction in (9).

For luma block, the best combination of modes will be de-
cided by RDO. For the corresponding chroma blocks, the pre-
diction by using the best combination of modes from luma will
be performed to generate the prediction. Other chroma predic-
tion modes, such as DC mode and planar mode, will be directly
skipped.

For the example in Fig. 4, the SSEs for AIP with mode 11
and mode 12 are 17326 and 20620, respectively. The SSE for
the proposed CNMP which combines predictions from mode
11 and mode 12 is 14233 which is much smaller than the SSEs
from mode 11 and mode 12. Therefore, CNMP is more efficient
for this block which has blurring edges.

D. Signaling for the Proposed Intra Prediction

In the proposed hybrid intra prediction, besides the origi-
nal intra prediction in HEVC, three additional intra modes,
ATMP, CLNP and CNMP are used for intra prediction. The
best intra mode for each coding block should be encoded and

wL
f =

∑N −1
i,j=0 (PL

f (i, j) − PL
s (i, j)) ∗ L(i, j) − ∑N −1

i,j=0 (PL
f (i, j) − PL

s (i, j)) ∗ PL
s (i, j)

∑N −1
i,j=0 (PL

f (i, j) − PL
s (i, j))2 . (14)
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Fig. 15. Mode distributions for AIP, CNMP, CLNP and ATMP.

TABLE II
CODEWORDS FOR EACH INTRA MODE

Mode type Codewords

AIP 0
CNMP 10
CLNP 110
ATMP 111

transmitted. Thus, efficient coding of the mode information
is crucial for intra coding efficiency. In this paper, in con-
sideration of the balance between the coding complexity and
coding efficiency, the proposed modes are all implemented at
the CU level which means the CU size is equal to the size of
the PU.

In order to get an appropriate binarization method for the
proposed intra prediction modes, we calculate the distributions
for different intra modes: ATMP, CLNP, CNMP and original
HEVC intra prediction represented by AIP for test sequences in
Class A-Class E [22]. The distributions are shown in Fig. 15.
We can see that AIP mode occupies the highest proportion
which is about 45% and CNMP with 30% has the second
highest occupation, followed by CLNP and ATMP. Therefore,
the truncated unary code method can be utilized to encode
the mode type. The codewords for each mode type are given
in Table II.

When ATMP is selected for the CU, another bit is used to
indicate whether the candidate block which has the smallest
SSE for the template or the weighted average block is used to
predict the CU. When CLNP is used to predict the CU, one
bit is used to indicate which mode of the two modes from the
above PU and the left PU is used for AIP when these two modes
are different. No bit will be used if these two modes are the
same. Besides, one of the three weights for CLNP needs to be
encoded. The bits are set to 1, 00 and 01 when wlocal are 2, 1
and 3, respectively. For CNMP, a flag with one bit is employed
to indicate the first mode is from the above PU or from the left
PU when these two modes are different. No bit is needed if these
two modes are the same. For the second mode, one more bit is
used to indicate which one of the two closest modes of the first
mode is selected as the second mode when the first mode is a
directional mode. Otherwise, no bit is needed for signaling the
second mode.

IV. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed hybrid intra pre-
diction method, we integrated the proposed method into HEVC
reference software HM-14.0 [20], [21]. All intra (AI) main con-
figuration is used in the experiments, and the sequences [22]
recommended by JCT-VC are tested. The QPs used are 22, 27,
32 and 37. The coding performance is measured by BD-rate
under PSNR [23] compared to the original HEVC encoder. The
proposed hybrid intra prediction method, TMP [17], ATMP,
ATMP+CLNP and CNMP are compared with HEVC default
intra prediction (AIP). Besides, the performance of the pro-
posed overall method is also evaluated in random access (RA)
configuration. Furthermore, the comparisons with other two lat-
est intra prediction methods are conducted and the coding gains
of the proposed overall method when integrated into JEM-1.0
[27], [28] are also given in this section.

A. Rate-Distortion Performance in HM

The RD performance of TMP, ATMP, ATMP+CLNP, CNMP
and the proposed overall method for AI configuration is given
in Table III. The proposed overall method achieves 2.8% BD-
rate reduction on average and the gain is up to 6.9% compared
to HEVC default intra coding. It also can be seen the BD-rate
reduction is larger than 2.0% for most of the sequences which
verifies the robust of the proposed method. In the last column
of Table III, we also give the BD-rates under MS-SSIM [36] for
the proposed overall method. It can be observed that the results
are similar to the BD-rates under PNSR.

For ATMP method, the average BD-rate reduction is 1.7%
which is larger than the gain of TMP and the improvement com-
pared to TMP can be up to 1.3% for sequence BasketballDrill.
The combination of ATMP and CLNP achieves 2.3% BD-rate
reduction on average. The gain for CNMP is 0.9% on average. It
is noted that the maximum gain for CNMP is 3.0% for sequence
BasketballDrive which has many regions with blurring bound-
aries and edges because of the fast movement of people and
camera. The proposed CNMP can efficiently predict this blur-
ring boundaries and edges well by combing two neighboring
modes.

Fig. 16 plots the rate distortion curves for sequence Basket-
ballDrill, BQTerrace and Johnny. We can see that the proposed
method outperforms original HEVC at different quantization
levels, especially at medium to small QPs. When QP becomes
large, the template used in ATMP and CLNP will be largely dis-
torted which influences the accuracy of the prediction in ATMP
and CLNP. However, for the proposed CNMP, the prediction
from CNMP can be better for large QP. This is because the
reference pixels are quantized too much when QP is large and
single prediction from AIP can be much affected by the distorted
reference while the proposed CNMP exploiting more local cor-
relations by weighted average of two predictions can reduce the
effect of distorted reference. The efficiency of CNMP can be also
verified by analyzing the mode usage of CNMP which is given
in the next sub-section. Overall, the proposed overall method
can provide consistent coding gains among all QP levels.
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TABLE III
LUMA BD-RATE COMPARISONS OF TMP, ATMP, CLNP, CNMP AND THE PROPOSED OVERALL METHOD UNDER AI CONFIGURATION

Class Resolution Sequences TMP ATMP ATMP + CLNP CNMP Overall Overall (MS-SSIM)

A 2560 × 1600 Traffic −1.2% −1.6% −2.3% −0.9% −2.8% −2.8%
PeopleOnStreet −1.5% −1.8% −2.3% −0.6% −2.6% −2.5%

B 1920 × 1080 Kimono −0.5% −0.4% −0.9% −0.7% −1.4% −1.2%
ParkScene −0.7% −0.8% −1.4% −0.7% −2.0% −1.9%
Cactus −1.6% −2.4% −2.9% −0.9% −3.4% −3.6%
BasketballDrive −4.2% −4.3% −5.6% −3.0% −6.9% −6.7%
BQTerrace −3.2% −4.1% −4.8% −0.9% −5.2% −5.7%

C 832 × 480 BasketabllDrill −3.5% −4.8% −5.2% −1.1% −5.8% −5.0%
BQMall −0.3% −0.6% −1.0% −0.6% −1.4% −1.3%
PartyScene −0.3% −0.5% −0.8% −0.3% −1.1% −1.4%
RaceHorsesC −0.3% −0.3% −0.7% −0.5% −1.2% −1.3%

D 416 × 240 BasketballPass −0.6% −1.2% −1.6% −0.8% −2.1% −2.0%
BQSquare 0.0% −0.3% −0.4% 0.0% −0.6% −0.4%
BlowingBubbles 0.0% −0.1% −0.3% −0.5% −0.7% −0.7%
RaceHorses −0.1% −0.1% −0.4% −0.7% −0.7% −0.7%

E 1280 × 720 FourPeople −0.8% −1.2% −1.7% −0.9% −2.2% −2.2%
Johnny −3.3% −4.3% −4.9% −1.4% −5.5% −5.5%
KristenAndSara −1.5% −2.6% −3.0% −1.3% −3.6% −3.7%

Average −1.3% −1.7% −2.3% −0.9% −2.8% −2.7%

Enc. Time 154% 166% 218% 127% 248% 248%
Dec. Time 189% 193% 270% 108% 259% 259%

The summary of coding gains for the proposed overall method
under AI and RA configurations is given in Table IV. The results
show that the proposed method is more efficient for high res-
olution sequences (Class A-C and Class E) since the local and
non-local correlations are higher in high resolution sequences.
For RA configuration, the proposed method still has coding gain
which is 1.0%, 1.3% and 1.5% for Y, U and V, respectively. The
reason is that both the quality of intra frame which will be refer-
enced by the following inter frames and the prediction efficiency
of intra coded CUs in inter frames are improved. It also can be
noted that the proposed method is efficient for both luma and
chroma components.

Besides the objective coding improvements, the proposed
method can also achieve some subjective improvements. Fig. 17
shows enlarged regions of the first frames in BasketballPass,
BQSquare and Traffic when the frames are coded by original
HEVC encoder and the proposed hybrid intra prediction method.
It can be observed that the quality of the marked regions is higher
for the frames coded by the proposed hybrid intra prediction
than the frames coded by original HEVC encoder. For example,
the textures in the regions marked in green are remained in
some degree for the proposed method while more textures are
removed for original HEVC encoder. The color of textures for
the regions marked in blue is more similar to the original frame
for the proposed method.

B. Coding Mode Analysis

The mode usages for the proposed method under AI config-
uration when QP is 22 and 37 are given in Tables V and VI,
respectively. The mode usage of each proposed method is de-
termined by the number of blocks used in the prediction. The
average usages of CNMP, CLNP and ATMP are 16.0%, 16.0%,

and 5.9% when QP is 22, respectively. The usage rate of CNMP
increases from 16.0% to 27.0% when QP is 37 which verifies the
efficiency of the proposed CNMP when QP is large since CNMP
can reduce the distortion caused by quantization of reference by
averaging two predictions generated by two neighboring intra
modes. However, the mode usage of CLNP decreases when QP
becomes large. The reasons are given as follows. When QP is
large, more blocks will be coded in large block size. However,
the prediction generated by CLNP is not that accurate for large
blocks. Besides, mode overhead becomes more significant in
large QP condition. As shown in Table II, the overhead for sig-
naling CLNP mode is 3 bits which is larger than AIP (1 bit)
and CNMP (2 bits) and one of the three weights for CLNP also
needs to be encoded which costs additional 1 or 2 bits. We also
give the distributions for CUs coded by different intra prediction
modes when QP = 22 and 37 as shown in Fig. 18. We can see
the proposed CNMP modes are usually used for regions with
blurring boundaries and edges. CLNP and ATMP are mainly
used for regions with complex textures, e.g., the textures of the
wall and the floor, which have some similar textures in their
neighboring regions.

C. Computational Complexity

Table III also shows the encoding and decoding complexities
of the proposed hybrid intra prediction method when compared
to the HEVC default intra coding. The encoding and decoding
complexities for the proposed overall method are 248% and
259%, respectively. The encoding complexity mainly comes
from the template matching process in ATMP and CLNP, and
the RDO process for determining the best prediction mode from
AIP, ATMP, CLNP and CNMP. For the proposed CNMP, the en-
coding complexity is 127%. For the decoder side, the complex-
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Fig. 16. Rate distortion curves for (a) BasketballDrill, (b) BQTerrace and
(c) Johnny.

ity for the proposed prediction mainly comes from the template
matching process in ATMP and CLNP. For CNMP, the decoding
complexity is increased by 8% which is from the calculation of
the adaptive weights and the generation of the second prediction
in CNMP.

The encoding and decoding complexities of the proposed
overall method under RA configuration are shown in the last
two rows of Table IV. It can be seen that the increased com-
plexities become much smaller under RA configuration than AI
configuration. In RA, the encoding and decoding complexities
are increased by 9% and 29%, respectively.

Although the encoding and decoding complexities for the
proposed hybrid prediction under AI configuration are high in

TABLE IV
BD-RATE FOR THE PROPOSED OVERALL METHOD UNDER AI AND RA

CONFIGURATIONS

AI RA

Y U V Y U V

Class A −2.7% −3.1% −4.0% −1.2% −2.1% −2.6%
Class B −3.8% −3.7% −4.2% −1.2% −1.7% −1.7%
Class C −2.4% −3.6% −3.5% −1.1% −1.3% −1.6%
Class D −1.1% −1.7% −1.6% −0.4% −0.6% −0.7%
Class E −3.8% −5.5% −5.1% – – –

Average −2.8% −3.3% −3.4% −1.0% −1.3% −1.5%

Enc. Time 248% 109%
Dec. Time 259% 128%

Fig. 17. Enlarged regions of (a1-a3) original frames; (b1-b3) frames coded by
the proposed method when QP = 32; (c1-c3) frames coded by original HM-14.0
when QP = 32.

current HM platform, some work can be done to reduce the
complexity. For example, for the encoder, fast mode decision
[29] can be designed to early terminate some unnecessary RDO
checks for the proposed method. Fast template searching similar
to fast motion estimation [30] in inter coding can be also used to
accelerate template matching process. Furthermore, considering
the powerful hardware in current devices such as personal PC
and smartphone, parallel techniques based on multicore CPUs
and GPUs [31], [32] can be used in fast template matching.
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TABLE V
MODE USAGES OF AIP, CNMP, CLNP AND ATMP WHEN QP = 22

Class Sequences ATMP CLNP CNMP AIP

A Traffic 4.2% 18.2% 19.0% 58.6%
PeopleOnStreet 6.0% 16.1% 15.7% 62.2%

B Kimono 3.2% 19.1% 20.1% 57.6%
ParkScene 2.8% 22.8% 18.6% 55.8%
Cactus 7.8% 22.1% 14.6% 55.5%
BasketballDrive 6.8% 28.5% 20.0% 44.7%
BQTerrace 12.4% 28.6% 15.0% 44.0%

C BasketabllDrill 8.5% 17.3% 14.3% 60.0%
BQMall 3.2% 10.0% 15.9% 70.9%
PartyScene 2.6% 10.1% 9.2% 78.0%
RaceHorsesC 1.2% 11.6% 16.3% 70.9%

D BasketballPass 8.3% 16.2% 17.2% 58.4%
BQSquare 8.8% 7.5% 6.7% 77.0%
BlowingBubbles 0.7% 8.0% 12.8% 78.5%
RaceHorses 0.6% 6.5% 15.0% 77.9%

E FourPeople 6.2% 12.4% 19.3% 62.2%
Johnny 13.2% 19.4% 19.2% 48.1%
KristenAndSara 9.7% 13.9% 19.6% 56.8%

Average 5.9% 16.0% 16.0% 62.1%

TABLE VI
MODE USAGES OF AIP, CNMP, CLNP AND ATMP WHEN QP = 37

Class Sequences ATMP CLNP CNMP AIP

A Traffic 9.8% 16.5% 32.7% 41.0%
PeopleOnStreet 13.4% 11.6% 24.3% 50.7%

B Kimono 3.7% 17.7% 37.7% 40.8%
ParkScene 7.0% 22.0% 43.7% 27.4%
Cactus 17.9% 10.3% 26.5% 45.3%
BasketballDrive 13.4% 15.5% 31.5% 39.6%
BQTerrace 19.9% 14.9% 17.3% 47.9%

C BasketabllDrill 18.3% 13.4% 20.0% 48.3%
BQMall 6.1% 8.2% 25.0% 60.8%
PartyScene 7.8% 10.9% 18.4% 62.9%
RaceHorsesC 4.4% 12.4% 31.3% 51.8%

D BasketballPass 13.9% 7.8% 25.3% 53.0%
BQSquare 9.2% 3.1% 19.4% 68.3%
BlowingBubbles 2.9% 6.5% 27.4% 63.2%
RaceHorses 3.2% 7.6% 28.0% 61.3%

E FourPeople 13.1% 8.7% 23.9% 54.3%
Johnny 16.2% 8.9% 26.3% 48.5%
KristenAndSara 14.3% 7.6% 27.3% 50.8%

Average 10.8% 11.3% 27.0% 50.9%

In order to reduce the complexity of the proposed method,
several strategies are adopted to accelerate the proposed method.
The proposed hybrid intra prediction with acceleration is de-
noted as proposed_fast. The strategies are given as follows:

1) Parameters adjustment: The search range and the can-
didate number M are sensitive to the encoding/decoding
complexity and coding gain. In the proposed_fast method,
the candidate number M is reduced from 8 to 4. The search
range in vertical direction is constrained to the above
boundary of current LCU and the search range in the
horizontal direction is constrained to 32 pixels away from
the left boundary of current LCU, as shown in Fig. 19.

2) Early skip for ATMP and CLNP: In this method, the tem-
plate of the coding block will be analyzed first before

Fig. 18. The distributions of modes for the first frame of BasketballPass when
a) QP = 22 and b) QP = 37. Blocks marked in green are encoded by CNMP,
blocks marked in yellow are encoded by CLNP and blocks marked in blue
are encoded by ATMP. Other regions are encoded by HEVC intra prediction.
(a) QP = 22 (b) QP = 37.

Fig. 19. Constrained search range for the CU (in green) compared with Fig. 8.

performing ATMP and CLNP. If the template is smooth
enough, template matching prediction will be inefficient.
Thus, ATMP and CLNP can be early skipped. The vari-
ance will be used to detect the smooth template. If the
variance of the template is smaller than a threshold, the
template is considered to be smooth. The threshold is em-
pirically set to QP–17.

3) Fast template searching: A two-step based search method
is used for fast template matching. In the first step, the
points (circles in Fig. 20) located at the even rows and
columns are searched within the search range. The best
4 points can be obtained after the search. In the second
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Fig. 20. Search points.

Fig. 21. Used pixels in the template.

step, for the best 2 points (point 1 and point 2 in Fig. 20),
the neighboring 8 points (squares in Fig. 20) will be fur-
ther searched to refine the results. Finally, the SSEs and
the corresponding prediction blocks of the best 4 points
among all the searched points are saved and will be used
in ATMP and CLNP. In order to further reduce the number
of pixels used in template matching process, only half of
the pixels (blue pixels in Fig. 21) in the template are used
for matching.

4) Fast ATMP: In ATMP, two predictors are compared by
using RD costs in the proposed method, which is time-
consuming. In the fast ATMP, we simply compare the
SSEs between the prediction and the original block for
these two predictors. The one with the smaller SSE cost
will be selected as the final predictor for ATMP.

5) Fast CLNP: In CLNP, three different weights are used to
balance the importance between local and non-local pre-
dictions. In the fast CLNP, the prediction method with
equal weights (wlocal = 2) is tested first by RDO. If
this prediction method is better than all the other tested
methods (AIP, CNMP and ATMP), the other two predic-
tion methods (wlocal = 1 and wlocal = 3) will be further
tested; otherwise, CLNP will be early skipped.

Table VII shows the results of the proposed_fast method.
Compared to the results in Table IV, both the coding gain and the
encoding/decoding complexity decrease. For AI configuration,
the coding gain decreases from 2.8% to 1.9% for Y, while the
encoding time decreases significantly from 248% to 147% and
the decoding time also decreases significantly, which is from
259% to 126%. For RA configuration, the coding gain decreases
from 1.0% to 0.7% for Y, while the encoding and decoding time
decreases from 109% to 103% and 129% to 108%, respectively.

TABLE VII
BD-RATE FOR THE PROPOSED_FAST METHOD UNDER AI AND RA

CONFIGURATIONS

AI RA

Y U V Y U V

Class A −1.8% −1.8% −2.1% −0.8% −1.2% −1.2%
Class B −2.4% −1.7% −2.4% −0.8% −0.4% −0.8%
Class C −1.8% −2.2% −2.4% −0.8% −0.7% −1.0%
Class D −0.8% −1.2% −1.1% −0.4% 0.0% −0.5%
Class E −2.5% −3.0% −3.5% – – –

Average −1.9% −1.9% −2.2% −0.7% −0.5% −0.8%

Enc. Time 147% 103%
Dec. Time 126% 108%

TABLE VIII
BD-RATE OF THE TWO COMPARED METHODS UNDER AI CONFIGURATION

MPI [25] PDPC [26]

Y U V Y U V

Class A −2.1% −1.5% −1.5% −2.1% −1.4% −1.6%
Class B −1.7% −1.6% −1.8% −1.5% −1.0% −1.2%
Class C −1.2% −1.2% −1.1% −1.4% −1.0% −0.7%
Class D −0.9% −0.5% −0.7% −0.9% −0.7% −1.5%
Class E −1.7% −2.4% −2.0% −1.9% −2.2% −2.4%

Average −1.5% −1.5% −1.5% −1.5% −1.2% −1.4%

Enc. Time 340% 195%
Dec. Time 102% 108%

According to the results, the proposed_fast method can get a
good balance between the encoding/decoding complexity and
the coding gain.

D. Comparisons With Other Methods

In this subsection, the proposed method is compared with two
latest intra prediction methods which are multi-parameter intra
prediction (MPI) [25] and position dependent intra prediction
combination (PDPC) [26]. MPI and PDPC are proposed for fu-
ture video codecs. Currently, the Joint Video Exploration Team
(JVET) of ITU-T VCEG and ISO/IEC MPEG is studying the
potential need for standardization of future video coding tech-
nology with a compression capability that significantly exceeds
that of the current HEVC standard [27]. The Joint Exploration
Model (JEM) [27], [28] which includes new coding tools is the
test model developed by JVET. PDPC was adopted in JEM due
to its high prediction efficiency.

In order to compare the proposed method with MPI and
PDPC, we integrated MPI and PDPC into HM-14.0 reference
software. Based on HM-14.0, the performance of the proposed
method, MPI and PDPC is compared under AI configuration.

Table VIII shows the results of MPI and PDPC. It can be
seen that the BD-rate reductions of both MPI and PDPC are
1.5% for Y, which are much smaller than the proposed method
(2.8% shown in Table IV and 1.9% shown in Table VII). The
encoding complexities of all these three methods are high while
the encoding time of the proposed_fast method is much smaller
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TABLE IX
BD-RATE OF THE PROPOSED OVERALL METHOD UNDER AI AND RA

CONFIGURATIONS IN JEM-1.0

AI RA

Y U V Y U V

Class A −1.0% −1.6% −2.2% −0.4% −1.3% −1.7%
Class B −1.8% −2.7% −2.7% −0.6% −1.3% −1.1%
Class C −0.9% −1.4% −1.3% −0.4% −1.2% −0.4%
Class D −0.4% −1.5% −1.6% −0.1% −0.7% 0.2%
Class E −1.9% −3.5% −4.1% – – –

Average −1.2% −2.1% −2.3% −0.4% −1.1% −0.6%

Enc. Time 118% 102%
Dec. Time 151% 101%

than the other two methods. For the decoder, the complexity of
the proposed method is higher than MPI and PDPC since the
decoder needs to perform template matching.

E. Performance in JEM

Various new coding tools have been adopted into JEM. For
intra prediction, there are 67 intra prediction modes, four-tap
intra interpolation filter, boundary prediction filters, cross com-
ponent prediction (CCP), PDPC and adaptive reference sample
smoothing (RSAF) in JEM-1.0. These intra prediction tools
have improved the coding efficiency significantly. In order to
know the additional coding gain of the proposed method for
JEM, we also integrated the proposed method into JEM-1.0. In
the test, the anchor is JEM-1.0 with default settings. The coding
gains of the proposed method based on JEM-1.0 for AI and RA
configurations are shown in Table IX.

Table IX shows that the proposed method still can achieve
1.2%, 2.1% and 2.3% BD-rate reduction for Y, U and V com-
pared to JEM-1.0 under AI configuration, respectively. For RA
configuration, the gain is 0.4%, 1.1% and 0.6% for Y, U and V,
respectively. Compared to the BD-rate reduction in HM-14.0,
the gains become small since the coding gain of the proposed
method is overlapped with these new intra prediction methods
in JEM-1.0. Table IX also shows that the encoding and decod-
ing complexities of the proposed method become much lower.
This is because the complexity of JEM-1.0 is much higher than
HM-14.0.

V. CONCLUSION

In this paper, we analyzed the characteristics of complicated
blocks which cannot be predicted well by HEVC intra cod-
ing. Based on the analysis, a hybrid intra prediction method is
proposed to improve the prediction efficiency of HEVC intra
coding. In the hybrid intra prediction, three prediction meth-
ods are proposed to handle blocks with different characteris-
tics. An adaptive template matching prediction (ATMP) method
is proposed for blocks with complex textures by using non-
local correlation in which the prediction efficiency is improved
by using both the prediction block of the best matched tem-
plate and the adaptive weighted prediction compared to TMP.
For blocks with both complex textures and local features, a

combined local and non-local prediction (CLNP) which utilizes
both local correlation and non-local correlation is proposed. Be-
sides, in order to predict blocks with blurring edges, a combined
neighboring modes prediction (CNMP) method is proposed. Ex-
perimental results suggest the proposed hybrid intra prediction
method achieves 2.8% BD-rate reduction on average compared
to HEVC default intra coding under all intra main configura-
tion. When integrated into JEM, the proposed method still can
achieve 1.2% BD-rate reduction. In the future, more work can
be done to further reduce the complexity of the encoder and de-
coder. For the encoder, more efficient mode decision algorithms
can be employed for the proposed prediction modes. For both
the encoder and the decoder, fast template searching algorithms
and parallel techniques based on multicore CPUs and GPUs
can be exploited to further reduce the complexity of ATMP and
CLNP.
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