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Abstract—The explosion of surveillance cameras in smart cites
and the increasing demand of low latency visual analysis have
pushed the horizon from the traditional image/video compression
to feature compression. Due to the recent advances of face
recognition, we investigate the simultaneous compression of
facial images and deep features, which is demonstrated to be
beneficial in terms of the whole system performance including
visual quality and recognition accuracy. Herein, we propose the
Texture-Feature-Quality-Index (TFQI) to measure the ultimate
utility of the facial images based on automatic visual analysis
and monitoring. Furthermore, based on TFQI, a bit allocation
scheme is proposed to optimally allocate the given bits for images
and features, such that the overall coding performance can be
optimized. The proposed scheme is validated using the standard
face verification benchmark, Labeled Faces in the Wild (LFW).
Better rate-TFQI and rate-Accuracy performance compared to
the traditional texture coding can be achieved, especially in the
scenario of low bit-rate coding.

Index Terms—Deep feature, Texture-Feature-Quality-Index,
bit rate allocation, joint optimization

I. INTRODUCTION

Recent years have witnessed the explosion of visual data
and the related services. Surveillance cameras in smart cities
are of great value to record the activities of the city in
real-time. In the conventional compress-then-analyze (CTA)
paradigm, the captured surveillance video data are compressed,
and transmitted to the server side for analysis tasks.

With the recent advances of artificial intelligence, large-
scale visual data can be automatically processed for high
level analysis tasks. Limited by transmission bandwidth and
storage capacity, low bit-rate coding method is often utilized
in CTA paradigm. However, the low bit-rate texture coding
may greatly affect the performance of analysis tasks [1]. One
feasible solution is the analyze-then-compress (ATC) scheme,
which extracts, compresses and transmits the feature extracted

from original videos. Then good performance in the analysis
tasks can be achieved at a low bit rate. However, the texture
information is abandoned.

Feature coding algorithms play the most significant role in
the ATC paradigm. In the literatures, many feature coding
schemes have been proposed to further reduce the bit-rate
required for feature transmission, for both traditional features
(e.g., SIFT [2], SURF [3], [4]) and deep features. Baroffio et
al. [5], [6] proposed a coding architecture designed for local
features extracted from video sequences. Makar et al. [7], [8]
proposed a temporally coherent key point detector in order to
allow efficient inter-frame coding of canonical patches. Ding et
al. proposed a HEVC-like deep feature coding method to make
a trade-off between feature bitrate and analysis performance
in [9]. In [10], a coding scheme tailored to both local and
global binary features was proposed, which aims at exploiting
both spatial and temporal redundancy by means of intra- and
inter-frame coding.

As for surveillance video applications, human involved
viewing and monitoring may also be required for further
verification besides the automatic visual analysis. From such
perspective, the framework of both feature and texture trans-
mission was studied in [11], which demonstrates that it is
feasible to transmit both hand-crafted features and video
textures. Herein, we study the simultaneous compression of
deep features and image textures, due to the promising appli-
cations of deep convolutional neural networks (CNNs) such
as VGG [12], GoogleNet [13] and ResNet [14] in various
visual analysis tasks. Moreover, the face recognition, which
is the core application in video surveillance, is treated as the
ultimate task in our study.

To guarantee the low-latency interaction for analysis task
while reserving the texture, we propose to be compressed,
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transmitted and decoded the texture and feature of the image
independently. One critical problem is how to design the bit
allocation strategy for features and textures to optimize the
overall coding performance, which consists of both visual
quality and the accuracy of the face recognition task. To
address this issue, we first propose a metric Texture-Feature-
Quality-Index (TFQI) to measure the overall performance.
Based on TFQI, we subsequently propose a bit allocation
scheme for rate-TFQI optimization, which distributes the tar-
get bits to texture and feature for the purpose of maximizing
the TFQI. To validate the effectiveness of the proposed bit
allocation scheme, experiments are conducted to compare
the proposed method against the traditional CTA scheme.
Extensive experimental results show that the proposed scheme
can achieve better rate-TFQI performance and recognition
accuracy compared with the conventional CTA scheme.

The rest of this paper is organized as follows. In Section
II, the joint image and feature coding framework is described.
Section III introduces the TFQI and the bit allocation scheme.
Section IV gives the experimental results. Finally, Section V
concludes this paper.

II. JOINT TEXTURE AND DEEP FEATURE CODING
FRAMEWORK

In the conventional CTA paradigm, low bit-rate coding
often brings specific distortions to the reconstructed texture,
degrading the feature quality which will result in bad analysis
performance. As for ATC paradigm, the human involved
viewing and monitoring are not supported because of lacking
textures, which may limit its applications in reality. To address
these issues, we propose to jointly compress the texture and
feature extracted from the lossless image to optimize the
overall performance.

The framework of proposed joint texture and feature coding
is shown in Fig. 1. The acquired facial images or sequences
are first detected by the face detection algorithms such as
MTCNN [15], then the detected facial images are resized
for deep learning feature extraction and further compression.
Given the facial image, our proposed framework contains
three modules including the joint bit allocation, texture image
coding and deep feature coding. As for the texture image
coding module, we follow the state-of-the-art video coding
standard HEVC/H.265 [16], which is designed based on
the hybrid prediction-transform coding framework. Regarding
deep feature coding, the features are extracted from the lossless
resized detected facial images. Specifically, the output of the
last layer in the deep network is treated as the feature for
compression and transmission. The extracted feature are fur-
ther compressed with scalar quantization and entropy coding.
The scalar quantization follows the quantization method in
HEVC, where the quantization step Qstep is determined by the
quantization parameter QP . Furthermore, consider the range
of element of the feature vector in each dimension differ
from different CNNs, deep features are normalized, then the

quantization step is further manipulated based on the factor
s = 210, which can be formulated as,

Qstep =
2

QP−4
6

s
= 2

QP−4
6 −10. (1)

Then the quantization is performed by,

l = floor(
c

Qstep
), (2)

where c and l denote normalized feature coefficient before
and after quantization, respectively. The scale factor s = 210

is empirically chose according many experiments. The floor
means truncation, so that it can be expressed by fixed number
of binary bits. Finally the quantized feature is Binarized and
entropy encoded. The server side utilizes the decoded features
for efficient face recognition task and the texture can also be
utilized for human-involved monitoring.

To optimize the overall performance, a joint bit alloca-
tion module will be introduced in Section ??. Finally, the
bitstreams of features and textures are concatenated, en-
abling efficient recognition ability and good visual quality in
bandwidth-limited scenarios.

III. TFQI-BASED JOINT BIT ALLOCATION

This section details the proposed metric TFQI and the joint
bit allocation for image and feature. We first introduce the
optimization goal of TFQI in Section III-A, then mathematical
derivation of the TFQI based bit allocation scheme is then
given in Section III-B.

A. TFQI formulation

In this work, the TFQI metric is proposed to measure
the overall performance. Due to the lack of existing metric
which can measure the quality of both texture and feature,
we firstly choose a simple and intuitive linear weighted model
here. The distortions from these two aspects are weighted-
averaged according to their normalized weight coefficients.
The weighted combination reflects the overall distortion of
texture and feature to a certain extent. In particular, with the
consideration of just-noticeable distortion model [17], slight
distortion is hard to noticed by human eyes or recognition
algorithms, similar with metric PSNR, we then utilized the
−log() function to smooth the curve in the less distorted
part so that it is more practical. Besides that, this operation
makes TFQI reflects better overall coding performance by
larger values. As such, the TFQI can be formulated as follows,

TFQI = −log(w1D1 + w2D2),

2∑
i=1

wi = 1, (3)

where w1 and w2 are weight coefficients, D1 and D2 denote
distortion in texture and feature, respectively. Specifically,
D1 denotes the MSE between reconstructed and original
images, and D2 denotes the error rate of face recognition. The
proposed TFQI has the ability to measure both of the visual
quality and the performance of face recognition task. The
balance weights w1 and w2 can be manually adjusted based



Fig. 1. The joint coding framework of facial images and feature.

on different trade-off demands for visual quality and face
recognition, such that this metric can be applied to different
practical applications.

B. TFQI-based joint bit allocation scheme

The objective of the proposed bit allocation scheme is to
partition the target bits for textures and features to maximize
the overall performance in terms of TFQI.

Since both the image quality MSE and feature quality
accuracy can be expressed as functions of their corresponding
bit-rates, and different bit levels can be achieved by adjusting
the QP values for texture and feature coding. We are able to
formulate the proposed joint optimization for feature coding
and texture coding by using the TFQI definition in Eqn.(3) as
follows,

max
QP1,QP2

TFQI(QP1, QP2), s.t. Rt +Rf ≤ Rc, (4)

where QP1 and QP2 denote quantization parameters for
texture coding and feature coding. Rt and Rf are the bits
allocated for texture and feature, and Rc represents the given
bits. To solve the above optimization problem, a Lagrange
multiplier λ is introduced to convert the constrained problem
into unconstraint problem:

max
QP1,QP2

J = TFQI(QP1, QP2) + λ ∗R

= −log(w1Dt + w2Df ) + λ(Rt +Rf ).

(5)

Here, J denotes the joint rate-TFQI cost.
By calculating the partial derivative of J and setting them

to zero, we can obtain two following equations:
∂J

∂Rt
= − 1

(w1Dt + w2Df )ln10

∂w1Dt

∂Rt
+ λ = 0

∂J

∂Rf
= − 1

(w1Dt + w2Df )ln10

∂w2Df

∂Rf
+ λ = 0

(6)

By solving the linear equations in Eqn.(6), we have

λ = −∂w1Dt

∂Rt
= −∂w2Df

∂Rf
, (7)

with the bits constraint in Eqn.(4):

Rt(QP1) +Rf (QP2) = Rc. (8)

When w1 and w2 are set for different applications, the optimal
bits allocation Rt and Rf can be calculated based on Eqn.(7)

and Eqn.(8). Therefore, the optimal values of QP1 and QP2

can be determined.
To solve Eqn.(7) and Eqn.(8), the Dt − Rt and Df − Rf

models are established. In our experiments, We first compress
the texture image of the dataset with different bit-rates, then
the exponential model is applied to fit the Dt−Rt. The Df −
Rf model can be obtained in a similar manner. Specifically,
they are represented as follows:

Dt = a1 ∗ eb1Rt

Df = a2 ∗ eb2Rf + c2 ∗ ed2Rf
(9)

where ai, bi, ci and di are parameters of the exponential
model. In particular, these parameters are closely related to
the dataset, they should be retrained in different dataset but
the general tendency of the curve will not change. Fig. 2 plots
the relationship between the fitted relationship and actual one
on the LFW dataset.

IV. EXPERIMENTAL RESULTS

In this section, experiments are conducted to demonstrate
the effectiveness of the proposed joint bit allocation scheme
based on rate-TFQI optimization. Section IV-A describes the
experimental settings. Section IV-B and Section IV-C evaluate
our approach from the perspectives of rate-TFQI performance
and rate-accuracy, respectively.

A. Experiment settings

In the experiments, the LFW dataset [18] is utilized. These
pictures are cropped and resized to 160 × 160 by MTCNN
for deep feature extraction. Fig. 3 shows examples of these
facial images in the LFW dataset, including the original and
processed images.

The cropped facial images are compressed by the HEVC
reference software HM-16.0 with the All-Intra (AI) configu-
ration. Seven QP values are selected to cover from low bit rate
to high bit rate coding , which are 22, 27, 32, 37, 42, 47, and
51.

The features are extracted from the 160×160 facial images
using the FaceNet [13], each face is compactly represented
by a 128 dimensional float-point vector which will be com-
pressed by the proposed feature coding approach. To illustrate
the performance of proposed framework, we compare the
performance between our scheme and the conventional CTA
scheme using the TFQI metric. When calculating the accuracy,
6000 image pairs are generated, half of them are of the same



(a)

(b)

Fig. 2. Relationship between the rate and distortion. (a) The variations of Dt

under different coding bits. Dt = 293.4e−26.7Rt , R− squared = 0.9826.
(b) The variations of Df under different coding bits (The coding bits are used
to represent the compressed feature, which are extracted from lossless image)
Df = 0.048e−276.8Rf + 0.0068e3.882Rf , R− squared = 0.8393.

Fig. 3. Examples of facial images in the LFW dataset. First row: the original
images from LFW dataset. Second row: the detected facial images (160×160
pixels) by MTCNN.

people while half are of different people, the predicted results
calculate by the pre-trained model are compared with the
groundtruth to measure the accuracy.

B. Evaluation on the rate-TFQI performance

Firstly, we compare the proposed method with the conven-
tional CTA method in terms of the rate-TFQI performance. As
shown in Fig. 4, the rate-TFQI performance is evaluated under
different values of w1, for both the proposed and conventional
CTA scheme. We can see that the proposed scheme achieves
better performance in terms of TFQI than the conventional

Fig. 4. Performance comparisons in terms of rate-TFQI.

method, especially at lower bit-rate conditions. Moreover, the
lower the given bit-rate, the better performance our scheme
compared to the conventional one.

Fig. 5 shows visual quality of example facial images,
encoded by HM-16.0 with the proposed and conventional
schemes at the same bit-rate. Though the coding bits of texture
is lower in the proposed scheme due to the consumption of the
feature representation, one can barely observe the difference
between them, especially for relatively high bit-rate. In our
case, there is no obvious difference between such two frame-
works in the sense of visual quality which indicates that the
proposed framework can achieve comparable visual result with
texture only framework. With the help of joint optimization
for texture and feature coding, we significantly promote the
performance of CV tasks while maintaining similar visual
quality, which is the ultimate objective proposed framework.
The proposed scheme achieves a good trade-off between visual
quality and the analysis accuracy.

C. Evaluation on the rate-accuracy performance

A great advantage of our scheme is that it can greatly
improve the performance of analysis tasks especially at low
bit-rate while reserving the texture information. In this paper,
this is reflected in the accuracy rate of face recognition tasks
on the LFW dataset. Fig. 6 shows the rate-accuracy curves of
the proposed and conventional scheme. We can observe that
the proposed scheme can greatly improve the accuracy at the
relatively low bit-rate due to the severe distortion introduced in
the texture encoding process. With the increase of the coding
bits, the accuracy of conventional scheme also increases while
the accuracy of the proposed scheme maintains at a saturated
level. Finally, if the coding bits is high enough, the accuracy of
these two schemes converge to the same point. As such, our
scheme can effectively improve the accuracy rate in a wide
range of bit rate.

V. CONCLUSION

In this paper, a joint optimization framework is proposed for
textures and features compression. To guide the joint optimiza-
tion process, we first propose a novel TFQI metric for measur-
ing the overall performance of visual quality and recognition
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Fig. 5. Comparisons of the visual quality. First row: reconstructed images
by the conventional scheme. Second row: the reconstructed images by the
proposed scheme. (a) 0.05 bpp; (b) 0.07 bpp; (c) 0.15 bpp. The number of
coding bits here is obtained by averaging on the whole LFW dataset, and
these four images are Aaron Eckhart, Mark Brown, Dagmar Dunlevy and
Gabi Zimmer.

Fig. 6. Performance comparisons in terms of rate-accuracy.

accuracy. Based on the TFQI, we formulate the joint coding
scheme as a constrained bit allocation problem. Extensive
experiments show that the proposed scheme achieves better
rate-TFQI performance and rate-accuracy performance at a
relatively low bit-rate than conventional CTA approach. The
future work will focus on the framework extension for video
coding and other analysis tasks such as retrieval and tracking.
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