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ABSTRACT

In this paper, we study multi-object tracking problem from the
first-person viewpoint,e.g., the moving camera. This problem
is different from the traditional one with static camera and
brings lots of challenges. To solve this problem, we adopt
the tracking-by-detection approach and design a new similar-
ity model for two detection responses considering the cam-
era motion. The similarity model can handle the change of
scale and position of objects under the movement of camera.
We also consider the detection prior and appearance to im-
prove the tracking performance. The final tracking problem
is solved within a network flow framework. Experimental
results on KITTI dataset demonstrate the advantages of our
method.

Index Terms— multi-object tracking, network flow, vi-
sual odometry

1. INTRODUCTION

Tracking multiple objects in complex traffic scenes is of great
interest for traffic management and intelligent transportation.
Many existing tracking approaches reply on the assump-
tion that cameras are static, which is surveillance. However,
tracking multiple objects from the first-person viewpoint, e.g.,
cameras are installed on the vehicles, is also very important,
esp. for developing autonomous vehicles and understanding
the drivers’ behavior. This problem brings many new chal-
lenges compared to standard multi-object tracking problems.
Because the cameras can move fast and change direction
abruptly, the objects under tracking can appear and disappear
from time to time. The illumination and appearance changes
can be large. In complex traffic scenes, the background is
dynamic and clutter. All these new challenges make previous
tracking approaches relying on initialization such as the early
work [1] fail on this problem.

In recent years, with the improvement of object detec-
tors [2], tacking-by-detection approaches become the most
popular methods for tracking multi-objects [3, 4]. These
methods usually apply a pre-trained object model to gener-
ate object candidates in each fame, and then associate these
candidates across frames to generate the trajectory of each

object. They are helpful in the complex traffic scenes we are
encountering. To associate object candidates, the similarity
model is crucial. [5, 6, 7, 8] measure the similarity between
candidates according to their location, scale and appearance.
Veenman et al. [5] find optimal bipartite matchings between
every two consecutive frames and link them into global tra-
jectories. However, this method only uses the information
from two consecutive images so that the target interaction
or occlusion would be intractable [9]. To overcome this
weakness, Zhang et al. [6] build a network that incorporate
all pair-wise similarity information of the whole image se-
quence. The optimal assignment can be obtained by solving a
min-cost flow problem [10] which can be further accelerated
by successive shortest path algorithm or two-pass dynamic
programming approximation [7, 8]. Some researchers try
to introduce motion information to similarity model such as
velocity [11, 12, 9]. This requires the similarity function be-
ing high order, which makes the optimization NP hard [12].
Collins [11] employs the similarity model which involves
data from two or more frames and apply a block ICM (iter-
ated conditional modes) based algorithm to approximate the
optimal solution. Butt and Collins [9] build a network where
nodes are pairs of candidates in two consecutive frames, so
that edges can represent the velocity similarity. They solve it
by applying Lagrangian relaxation to the objective and using
network flow as subroutine. However the above methods
are not suitable for first-person multi-object tracking prob-
lem because none of them consider the dynamics of cameras
specifically.

In this paper, we tackle the first-person multiple object
tracking problem by considering the dynamics of cameras.
Based on the network flow framework [6], we design a new
similarity model making use of the camera velocity estimated
by visual odometry [13]. This new similarity term can reflect
the correlation between the object changes and the velocity
of cameras. For example, when the camera moves fast, the
changes of position or scale of still objects are expected to be
larger than the cases when the camera moves slow. Specif-
ically, this correlation can be learned from the training data
and then applied on test data. Unlike the previous work [11]
and [9] which assume that the objects have constant velocity,
we do not make any assumptions about the camera motion.



Besides the new similarity model, we use a new detection
prior and a new appearance model in order to improve the
tracking performance. The proposed method has been tested
on the KITTI [14] dataset and the results show that it can out-
perform the previous methods.

The rest of the paper is organized as follows. Section 2 in-
troduces our method in details and Section 3 shows the track-
ing results. And finally Section 4 concludes the paper.

2. METHOD

2.1. Problem Formulation

Given a video sequence, let X = {xi} represent the detection
results for one specific object class, such as car or pedestrian.
Each xi is a detection response. Here xi = {xi, si, ai, ti}
represents center position, height, appearance, frame number
of detection response. Let V = {di} denote the estimated
camera motion of the whole video sequence by visual odom-
etry [13], where di represents the displacement from frame i
to i+1. A single trajectory is defined by an ordered list of de-
tection responses, Tm = {xk1

,xk2
, ...,xklm

}. Here xki
∈ χ.

lm is the length of Tm. The set of single trajectories in a
video sequence is trajectory hypotheses, i.e. T = {Tm}. If
we choose the best hypotheses in a Maximum a posteriori es-
timation (MAP) way, similar to the framework of [6], we
have the following formulation of getting an optimal track-
ing hypothesis T from observation X and estimated camera
motion V :

T ∗ =arg max
T

P (T |X , V )

=arg max
T

P (X|T , V )P (T |V )

=arg max
T

∏
i

P (xi|T , di)
∏

Tm∈T
P (Tm|V ) (1)

and

P (Tm|V ) = P ({xk1 , xk2 , ..., xklm
}|V )

= Penter(xk1)Plink(xk2 |xk1 , V )

...Plink(xklm
|xklm−1

, V )Pexit(xklm
)

(2)

2.2. Transition Probability

The transition probability term Plink(xi|xj , V ) can be factor-
ized based on independent assumption as follows:

Plink(xj |xi, V ) = P (xj |xi, si, V,∆t) ∗ P (sj |xi, si, V,∆t)
∗ P (aj |ai) ∗ P (∆t) (3)

We assume P (xj |xi, si, V,∆t) follows a normal distri-
bution N(x̄j , σ

2). Considering that the object position in the
camera coordinate is affected by camera motion and therefore

xj is also affected, we make use of 3D inference to help es-
timate the mean of the normal distribution. We firstly recon-
struct the 3D position x3D

i of detection response xi in cam-
era coordinate by using the information of detection response,
camera calibration and object height [15]. The object height
is learned globally from training data. Then we estimate its
new 3D position in frame j as

x3D
j = x3D

i +

j−1∑
k=i

dk. (4)

Finally the estimated 2D position of xi in frame j, which is the
mean of the normal distribution x̄j , is obtained by projecting
x3D
j to the image plane. σ is learned from training data.
P (sj |xi, si, V,∆t) models the scale similarity of two de-

tections. We learned a normal distribution from the training
data using features xi, si, V,∆t.

For appearance term P (aj |ai), we tried several appear-
ance features and distance measures and finally chose RGB
histograms combined with χ2 distance. The probability dis-
tribution is learned by kernel density estimation.

The time gap term P (∆t) is defined as [6]:

P (∆t) =

{
Ztα

∆t−1, 1 ≤ ∆t ≤ ξ
0, ∆t < 1 or ∆t > ξ

where ξ is the maximal allowed time gap, while α is the miss-
ing rate of the detector.

2.3. Trajectory Entering and Exit Probability

Since the camera motion only affects similarity model be-
tween two detection responses, the unary terms Penter and
Pexit remains independent to V . Penter is formulated in a
posterior way:

Penter(xi) = P (start|xi) =
P (xi|start)P (start)

P (xi)
(5)

where P (xi|start) stands for the probability density distri-
bution of object entering positions of trajectories. To make
things simple, we assume P (xi) to be uniform. P (start) is
estimated by an EM algorithm described in [6]. P (xi|start)
is trained by kernel density estimation from training data.
Pexit(xi) is formulated similarly. Fig. 1 shows the learned
P (xi|start) and P (xi|end) from KITTI dataset.

2.4. Detection Probability

P (xi|T ) represents the likelihood of detection xi given T .
Here we measure it by considering the object scale prior in
3D space. Specifically we first estimate the height of objects
in 3D space according to si and camera calibration, then com-
pare it to our learned prior model on object heights in 3D and
therefor get the likelihood P (xi|T ).

With the above formulation, we solve Eqn. 1 by network
flow algorithm as [6].



(a) (b)

Fig. 1. (a)P (xi|start) and (b)P (xi|end) learned from KITTI
dataset. Red implies high probability and blue denotes low
probability.

3. EXPERIMENTS

3.1. Setup

For our method focus on first-person multi-object tracking,
we use KITTI dataset [14] for experiments. KITTI provides
multiple datasets for a variety of tasks related to traffic scene.
We choose the dataset provided for tracking that contains 21
sequences with labels that are publicly available. In the ex-
periment, we only consider car tracking. So we remove se-
quences with very few cars. Since this paper focuses on incor-
porating the camera motion, we further remove the sequences
where the ego car stays static from beginning to end. Finally
we picked 16 sequences as our dataset. The training and test-
ing are defined randomly containing 10 and 6 sequences re-
spectively. We use the algorithm mentioned in [13] to esti-
mate the camera motion. We use the outputs of DPMv4 de-
tector pre-trained by KITTI with threshold of -0.5 as our input
detection. The maximal allowed time gap ξ is setup as 5.

3.2. Effect of Plink

To evaluate the effect of the first three terms of Plink in Eqn. 3
which correspond to position, scale and appearance, we use
the Bayes classification error. With the label in the ground
truth, every pair of bounding boxes in adjacent frames can be
divided into ‘true pair’ where the boxes share same trajectory
ID and ‘false pair’ group where the boxes are labeled with dif-
ferent trajectory IDs. For each term, we calculate the results
of the two groups respectively, and compute the Bayes clas-
sification error. Table 1 shows the Bayes classification error
of the three terms respectively. We can see that our newly de-
fined pairwise terms can improve the classification accuracy
which will be useful for tracking.

Table 1. Comparison of Bayes classification error of scale,
position and appearance probability of our method and [6].

[6] Ours
Position 0.0254 0.0126

Scale 0.0646 0.0595
Appearance 0.3314 0.0689

3.3. Tracking Results

We choose the algorithm [6] as our baseline but without the
module to handle occlusion, because we only want to demon-
strate the performance of our method with the new terms in-
cluding transition probability, entering/exit probability, and
detection probability. In fact, to show the effect of different
terms, we implement several different versions of our method
and compare their results as shown in Table 2. We evalu-
ate the tracking performance according to the metrics pro-
posed in [16, 17]. Fully occluded objects and small objects
with height less than 25 pixels are ignored during evaluation.
Because the parameters may influence the tracking perfor-
mance, for easy comparison, we evaluate different versions
of our method with approximately same recall around 60%.
In Table 2, Method 1 is the baseline, Method 2 is the baseline
with the new appearance measure. Method 3 to 5 are differ-
ent versions of improvement based on Method 2. Method 6 is
Method 2 plus all the new terms. Method 7 is the Hungarian
algorithm with similarity model based on bounding box over-
lap and our appearance distance. Method 8 is the algorithm
proposed by [4]. It can be seen that Method 6 achieves the
best MOTA (Multiple Object Tracking Accuracy) compared
to all the other methods and its IDS (ID switch) is also much
less than the baseline method. Although Method 8 achieves
better IDS than our method, its MOTA is much worse.

Fig. 2 shows the tracking results of our method which
is Method 6 in Table 2 and baseline method. The bounding
boxes with same color indicate that they belong to the same
trajectory. We can see that with our method, with the new de-
tection probability term, false alarm of detections disobeying
the scale prior are removed, such as the green bounding boxes
in the right column in frame 93, 106, 111, and purple ones in
the right column in frame 105, 106, 111. Mismatch error is
also reduced, for example, from frame 93 to 105 in the right
column, the silver cars color changes from cyan to yellow,
the black cars color changes from magenta to gray. However,
these errors do not show in our method.

4. CONCLUSION

In this paper, we address the multiple-object tracking problem
from the first-person viewpoint. The camera motion makes
previous work which focus on tracking in static scene unsuit-
able. This inspired us to introduce the camera motion into
the similarity model of two detection responses. We learn a
new similarity model that can handle the change of scale and
position of objects under the movement of camera. Besides
we make use of a new detection prior and appearance simi-
larity measure. Finally, a network flow framework is adopted
to solve the tracking problem. Experimental results show that
our work can outperform previous work.
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Table 2. Comparison of tracking results of our methods (different versions) with previous work.
# Method MOTA MOTP recall precision MT PT ML Frag IDS
1 [6] without EOM 0.0111 0.7388 0.6021 0.6147 0.1634 0.5384 0.2981 142 572
2 1+appearance 0.0094 0.7395 0.6012 0.6150 0.1634 0.5288 0.3077 142 577
3 2+position+scale 0.1129 0.7394 0.6006 0.6218 0.1730 0.6058 0.2212 180 243
4 2+detection 0.1622 0.7427 0.6009 0.7282 0.1442 0.6154 0.2404 129 699
5 2+Penter and Pexit 0.0251 0.7403 0.6012 0.6228 0.1346 0.5288 0.3365 133 575
6 2+All 0.2902 0.7427 0.6018 0.7226 0.2212 0.5096 0.2692 140 218
7 HM 0.1594 0.7459 0.6508 0.6375 0.2115 0.7115 0.0769 172 240
8 DCT [4] -0.0088 0.6865 0.6502 0.5384 0.2404 0.5769 0.1827 23 59

Frame 90

Frame 93

Frame 105

Frame 106

Frame 111

Our Results Baseline

Fig. 2. Sample frames of tracking results of our method and the baseline method.
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