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ABSTRACT

The biological visual system has evolved over hundreds of millions of years, forming an
efficient, energy-saving, and robust information processing mechanism. Compared with tra-
ditional computer vision systems, it shows significant advantages in computational efficiency,
environmental adaptability, and energy consumption ratio. In recent years, breakthroughs in
neuroscience research methods have provided new tools for parsing these delicate mechanisms.
Meanwhile, the application demands of visual prosthetics and visual repair, brain-computer in-
terfaces, and artificial intelligence in fields such as autonomous driving and embodied intelli-
gence have jointly propelled the research on neural encoding and decoding based on biological
visual mechanisms. Despite important progress, there are still significant challenges in three
key aspects of neural information processing: precise parsing of the functional structure of
neural networks and elucidation of encoding mechanisms, elimination of feature redundancy
and optimization of representation of high-dimensional neural signals, and effective mining
of temporal dynamic characteristics of neuronal population and improvement of decoding ac-
curacy. Focusing on these challenges, this study focuses on the research of encoding and
decoding methods of biological visual neural signals, aiming to reveal the functional struc-
ture and information processing principles of visual neural networks and establish efficient
and high-precision neural signal encoding and decoding methods. Focusing on three core
scientific issues—precise identification of functional structures in visual neural networks”,
“multi-scale neural signal non-redundant feature extraction”, and "efficient mining of temporal
dynamic characteristics in neural signals”—this study proposes a series of innovative methods
and systematically validates them in a visual neural signal encoding-decoding system. The
main research achievements of this study include:

(1) To address the challenge of “’precise identification of functional structures in visual

neural networks,” this study develops Spike-Triggered Non-negative Matrix Factorization,
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which identifies cascaded computational components involved in neural coding within the vi-
sual system, providing theoretical support for biologically inspired encoding methods. STNMF
decomposes spike-triggered stimulus sequences into a module matrix and a weight matrix. By
analyzing the module matrix, it infers the spatial receptive fields, temporal filters, and non-
linear functions of presynaptic neurons.By analyzing the weight matrix, it deduces synaptic
connection weights and a subset of presynaptic neuron spikes, enabling systematic identifi-
cation of network functional structures. The inferred subset of presynaptic spikes, combined
with correlation analysis, provides a quantitative evaluation method for system identification.
Furthermore, STNMF overcomes challenges such as signal variability in network transmis-
sion, complex synaptic connectivity, and natural image stimuli, extending its applicability to
general functional structure identification in spiking neural networks. Experimental results
demonstrate that STNMF excels in decoding nonlinear computational properties even under
complex stimuli and diverse cell types. Finally, an encoding model based on STNMF-derived
computational components accurately predicts neuronal population activity in response to dy-
namic natural videos, closely matching real biological recordings. Beyond serving as a func-
tional mapping tool for recorded neural activity, STNMF lays a solid foundation for designing

more biologically plausible and precise neural encoding models.

(2) To address the challenge of multi-scale neural signal non-redundant feature extrac-
tion,” this study proposes a Wavelet Conditional Mutual Information-based representation
method, which efficiently extracts spatiotemporal patterns from high-dimensional neural sig-
nals by decoupling the synergy and redundancy among time-frequency analysis features. The
WCMI method follows a three-stage feature extraction pipeline: first, it generates a time-
frequency coefficient matrix of neural signals using multi-resolution wavelet transform; sec-
ond, it selects a set of representative non-redundant features by leveraging conditional mutual
information; and finally, it validates their representational efficacy through a linear decoder.
WCMI not only comprehensively accounts for feature synergy and redundancy but also cap-
tures the temporal firing patterns of single-neuron signals (e.g., spikes, calcium signals) while
effectively characterizing the spatiotemporal features, higher-order dependencies, and sparse
coding properties of neural population activity (e.g., spike trains, two-photon imaging signals,
electrocorticography). Moreover, by applying inverse wavelet transform on selected wavelet
coefficients, the method enables noise-reduced signal reconstruction, further enhancing sig-
nal quality. WCMI provides an efficient and robust wavelet-based framework for extracting

critical features from high-dimensional spatiotemporal neural data, significantly improving
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feature extraction efficiency and accuracy while offering reliable input and technical support

for downstream decoding and information recovery tasks.

(3) To address the challenge of “efficient mining of temporal dynamic characteristics in
neural signals”, this study proposes a Wavelet-informed Delayed Signal Augmentation-based
visual reconstruction method, which effectively extracts temporal dynamics from neural sig-
nals and achieves high-precision reconstruction of dynamic natural scenes from diverse neural
recordings. This approach overcomes the limitations of traditional spike-counting methods by
integrating discrete wavelet transforms with deep neural networks to efficiently extract and inte-
grate temporal information, significantly improving visual scene reconstruction accuracy. Fur-
thermore, we introduce a novel neural response delay computation method that not only iden-
tifies neurons with superior response properties but also precisely captures stimulus-response
latencies across different neurons, thereby optimizing stimulus-response pairing. Experimen-
tal results demonstrate that WIDSA more accurately captures neuronal response delays and
firing patterns to external visual stimuli, substantially enhancing reconstructed image quality.
Additional studies reveal WIDSA'’s robust reconstruction capability across varying spatial res-
olutions, achieving successful 2X super-resolution reconstruction from low-resolution inputs
while facing challenges at 4X magnification. Finally, we validate WIDSA’s performance on
wide-field calcium signals under colored visual stimulation, demonstrating its ability to reliably
reconstruct visual scenes from single-trial data despite lower temporal resolution, highlighting

the method’s robustness and broad applicability across diverse neural signal modalities.

Finally, based on systematic research into the encoding, representation, and reconstruc-
tion mechanisms of biological visual neural signals, this study has innovatively developed a
complete visual neural information processing system consisting of three core components: an
encoding module, a representation module, and a reconstruction module. These modules not
only function independently but also work synergistically to form a closed-loop “encoding-
representation-reconstruction” processing pathway that integrates forward information pro-
cessing with reverse feedback verification. The system innovatively achieves end-to-end inte-
gration from neural network structure analysis and signal encoding to multi-scale feature repre-
sentation and visual scene reconstruction, revealing the transformation mechanism from local
neuronal responses to global scene understanding in visual information processing, while es-
tablishing a multi-level research framework encompassing structural analysis, signal encoding,
representation optimization, and functional implementation. At the application level, the study

systematically compares the core technical indicators of each module and proposes method
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selection strategies for different application scenarios, providing a systematic solution for bio-
logically inspired neural information processing research that combines theoretical depth with

practical flexibility.

KEY WORDS: Biological vision systems, Neural signal encoding methods, Neural signal rep-

resentation methods, Visual stimulus reconstruction methods
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