
Multi-Task Learning with Low Rank Attribute
Embedding for Multi-Camera Person

Re-Identification
Chi Su, Student Member, IEEE, Fan Yang,Member, IEEE, Shiliang Zhang ,Member, IEEE,

Qi Tian , Fellow, IEEE, Larry Steven Davis, Fellow, IEEE, and Wen Gao, Fellow, IEEE

Abstract—We propose Multi-Task Learning with Low Rank Attribute Embedding (MTL-LORAE) to address the problem of person re-

identification on multi-cameras. Re-identifications on different cameras are considered as related tasks, which allows the shared

information among different tasks to be explored to improve the re-identification accuracy. The MTL-LORAE framework integrates low-

level features with mid-level attributes as the descriptions for persons. To improve the accuracy of such description, we introduce the

low-rank attribute embedding, which maps original binary attributes into a continuous space utilizing the correlative relationship

between each pair of attributes. In this way, inaccurate attributes are rectified and missing attributes are recovered. The resulting

objective function is constructed with an attribute embedding error and a quadratic loss concerning class labels. It is solved by an

alternating optimization strategy. The proposed MTL-LORAE is tested on four datasets and is validated to outperform the existing

methods with significant margins.

Index Terms—Multi-task learning, attribute, low rank, person re-identification

Ç

1 INTRODUCTION

PERSON re-identification aims to identify a query person
by searching for the most similar instances in a gallery

image or video set. Generally, the re-identification precision
rate can be improved by acquiring more information from a
larger amount of surveillance data. To ensure the recall rate,
it is highly necessary to devise effective algorithms to cope
with viewpoint variations, illumination conditions, and
camera parameter differences across images. This is because
that even for the same person appearing in various images,
the low-level visual features could be inconsistent and unre-
liable. Furthermore, in real-world re-identification, images
are often collected by a number of non-overlapping cameras
with different settings and viewpoints, making person re-
identification on multi-cameras a more challenging task.

Nonetheless, even though a person’s appearance can be
easily affected by many factors, his/her high-level semantic
concepts could remain comparatively consistent and stable
under different cameras. These semantic concepts, also
known as attributes, have been used in many vision tasks

like image classification and object detection, and have
demonstrated promising robustness. For a person appear-
ing in different cameras, his/her attributes are more stable
and consistent than low-level features. For instance, if a per-
son walking towards the camera has an attribute short hair,
there is a high probability that this short hair attribute still
could be detected even through this person turns his/her
back to the camera. In addition, attributes exhibit substan-
tial correlative relationships, i.e., some attributes tend to co-
appear while some never show up at the same time. For
example, female is more likely to be related with long hair
than with short hair. Also, long pants and short pants are not
likely to co-exist in one person.

By using attributes to describe an image, we can obtain a
vector, where each dimension indicates the existence or
absence (or the likelihood of existence) of the corresponding
attribute. We also find that the above mentioned inter-attri-
bute correlations could be utilized to map a person’s attrib-
utes under different cameras into a low rank space. In this
space, the original binary attributes can be represented by
more accurate and informative continuous values. Addi-
tionally, this mapping enables us to eliminate noisy attrib-
utes and recover missing attributes, thus resulting in more
accurate attributes. In order to take advantages of the inter-
attribute correlations, the commonly used strategies model
the relationships between camera pairs. However, it is unre-
alistic to do such modeling for large-scale data because of
the quadratic complexity with respect to the number cam-
eras. Therefore, most of conventional methods ignore the
relationships in the scenarios containing more than two
cameras, and thus show limited flexibility.

In Multi-Task Learning (MTL), multiple related tasks
benefit each other and are jointly optimized. Because of its

� C. Su, S. Zhang, and W. Gao are with Peking University, Beijing 100871,
China. E-mail: {chisu, slzhang.jdl, wgao}@pku.edu.cn.

� F. Yang and L.S. Davis are with the Department of Computer Science,
University of Maryland, College Park, MD 20740.
E-mail: {fyang, lsd}@umiacs.umd.edu.

� Q. Tian is with the Department of Computer Science, University of Texas
at San Antonio, San Antonio, TX 78249. E-mail: qitian@cs.utsa.edu.

Manuscript received 17 Mar. 2016; revised 9 Feb. 2017; accepted 22 Feb. 2017.
Date of publication 6 Mar. 2017; date of current version 10 Apr. 2018.
Recommended for acceptance by T. Darell, C. Lampert, N. Sebe, Y. Wu,
and Y. Yan.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TPAMI.2017.2679002

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 40, NO. 5, MAY 2018 1167

0162-8828� 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0001-9053-9314
https://orcid.org/0000-0001-9053-9314
https://orcid.org/0000-0001-9053-9314
https://orcid.org/0000-0001-9053-9314
https://orcid.org/0000-0001-9053-9314
https://orcid.org/0000-0003-1690-9836
https://orcid.org/0000-0003-1690-9836
https://orcid.org/0000-0003-1690-9836
https://orcid.org/0000-0003-1690-9836
https://orcid.org/0000-0003-1690-9836
mailto:
mailto:
mailto:


promising performance in uncovering latent relationships
among tasks, MTL has been widely used in machine learn-
ing [1], [2] and computer vision [3], [4] tasks. Furthermore,
MTL is also suitable for handling scenarios where only a
small amount of training data is available for each task. In
multi-camera person re-identification, persons appear in
different cameras. In another word, different cameras share
the same set of persons. Person re-identification task also
easily suffers from the limited training data under each
individual camera. Inspired by this, we leverage the
MTL [5] to explore relationships between features and
attributes in cross-camera person re-identification. By con-
sidering re-identifications from multiple cameras as related
tasks, the MTL framework is well adapted to exploit fea-
tures and attributes shared across cameras.

Based on the above considerations, we propose the
Multi-Task Learning algorithm with LOw Rank Attribute
Embedding (MTL-LORAE) algorithm for person re-identifi-
cation. In our algorithm, we convert the person re-identifi-
cation problem into a classification problem. Specifically,
we use images from multiple cameras to learn a group of
person-specific classifiers. A vector made up by outputs of
these classifiers is created to represent each probe and gal-
lery image. For training on each specific person, given his/
her images from multiple cameras, we use MTL to learn a
discriminative model so that the inter-camera relationships
can serve to improve the learned model’s quality. Our MTL
objective function uses both attributes and low-level fea-
tures. The low rank attribute embedding is also included in
the objective function to discover relationships between
attribute pairs. In the embedded space, a person’s attributes
under different cameras become similar while attributes of
different people become more distinct from each other. The
embedded space also helps to rectify inaccurate attributes
and recover missing attributes. Its low rank structure allows
only a small amount of latent attributes to contribute to the
classification. An efficient alternating optimization method
is proposed to solve the MTL-LORAE objective function. In
this sense, our work is different from those algorithms per-
forming distance metric learning [6], [7], [8], [9], [10], [11],
[12], [13], [14], [15], [16]. Similar with representation learn-
ing algorithms [17], [18], [19], our goal is to acquire a more
robust and informative descriptor, by which we use simple
distance matching to do person re-identification.

We evaluate MTL-LORAE on four person re-identifica-
tion datasets and demonstrate that MTL-LORAE has
achieved satisfactory results. In [20], Su et al. has provided a
preliminary version of this work. In this paper, we add in-
depth theoretical discussions and more extensive experi-
ments and detailed discussions. Besides that, motivated by
the promising performance of deep learning in various
visual tasks, we test deep learning features with our frame-
work. New comparisons on four public datasets show deep
learning features further boost the performance of our
approach.

Our contributions can be summarized in the following
three aspects:

� By regarding re-identification under multiple cam-
eras as related tasks, we successfully exploit their
inter-relationships to learn more discriminative

classifiers for accurate person re-identification. To
the best of our knowledge, multi-task learning based
person re-identification is a rarely studied topic.

� We introduce low rank embedding into the MTL
framework. This integrates complementary features,
i.e., mid-level attributes and low-level visual features
into the re-identification framework. Moreover,
binary attributes are mapped into a continuous space
based on the inter-attribute correlations inferred
from the training data. This embedding process also
rectifies inaccurate attributes and recovers missing
attributes, resulting in more accurate attributes and
more discriminative classifiers.

� We present a novel objective function that jointly
learns task-specific classifiers and low rank attribute
embedding. Although the objective function is diffi-
cult to solve, we successfully propose an efficient
alternating optimization strategy with convergence
guarantee.

2 RELATED WORK

2.1 Person Re-Identification

Person re-identification is attracting more and more atten-
tions nowadays. There are several surveys [21], [22], [23] on
person re-identification. Traditional person re-identification
works can be classified into three categories: (a) retrieving
and encoding robust local features that represent a person’s
visual appearance; (b) learning a discriminative distance
metric to narrow down the distance between features of the
same person; (c) learning a new person representation,
which should be more robust and informative than the low-
level descriptor.

As for feature design, previous works design and use a
variety of customized features, including histogram features
from various color and texture channels [24], [25], symme-
try-driven accumulation of local features [26], features from
body parts with pictorial structures [27] to estimate human
body configuration, covariance descriptor based on bio-
inspired features [28] and space-time features from person
tracklets [16], etc. In order to integrate multiple features,
Gray et al. [24] select a subset of features by boosting for
matching pedestrian images. To enhance the descriptive
capability of multiple features, Liu et al. [29] fuse them by
learning person-specific weights.

With respect to distance measurement, some works mea-
sure the similarity between images from two cameras by
learning an optimized distance metric. Pairwise Con-
strained Component Analysis [7] and Relaxed Pairwise
Metric Learning [8] learn a projection from high-dimen-
sional input space to a low-dimensional space, where the
distance between pairs of data points meets the pre-defined
constraints. The Locally-Adaptive Decision Function in [14]
learns a locally adaptive thresholding rule and a distance
metric. The Probabilistic Relative Distance Comparison
model [15] seeks to increase the possibility of finding a true
match whose distance is smaller than a false match. In [11],
K€ostinger et al. propose a statistical inference perspective to
address the problem of metric learning. Kernel-based dis-
tance learning [12] is used to handle linearly non-separable
data. In [30], Li et al. present a deep learning framework to
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learn filter pairs that are responsible for encoding photomet-
ric transforms. Bai et al. [31] investigate person re-identifica-
tion task with manifold-based affinity learning and use an
unconventional manifold-preserving algorithm to improve
boost identification accuracy.

For representation learning, there are some works [17],
[18], [19], [32], [33], [34] which learn new robust descriptors
by model training. Matching images of faces from different
imaging modalities is an essential step for Heterogeneous
Face Recognition (HFR) [17]. For example, HFR matches a
sketch or an infrared image with a photo. In HFR frame-
work, probe and gallery images are both represented with
respect to their nonlinear similarities to a group of proto-
type face images. AN et al. [19] propose a reference-based
cross-camera person re-identification approach. During the
training process, a subspace is learned, where Regularized
Canonical Correlation Analysis (RCCA) is used to maximize
the relationships between reference images captured by
multiple cameras. Recently, Zhao et al. [32] propose to learn
mid-level filters, which are designed to address cross-view
invariance and use patch matching to infer the geometric
configurations of body parts. Xiao et al. [34] propose a
Domain Guided Dropout algorithm training on multiple
domains with Convolutional Neural Networks (CNNs) to
improve the deep feature learning procedure.

Similar to those algorithms, we train multiple person
classifiers integrating both low-level features and attribute
features to perform representation learning.

There are also approaches dedicated to person re-identi-
fication in large camera networks involving more than two
cameras [35], [36], [37], [38], [39], [40], [41].

2.2 Attributes

Attributes are semantic concepts of objects and can be either
learned from low-level features or manually defined. Previ-
ous works have studied the inter-attribute correlations in
order to improve the performance of zero/one-shot learning
for attribute-based classification [42], [43], [44], [45], [46], [47].
In person re-identification, attributes show promising perfor-
mance in preserving consistent representations of the same
person and identifying differences among different per-
sons [33], [48], [49], [50]. However, attributes are often used as
supplementary features for low-level features in previous
person re-identificationworks, which also do not consider the
correlations between attributes. Although several methods of
object classification have managed to model correlations
between attributes [51], [52], [53], as far as we know, no work
has utilized both low-level features and attribute correlations
across cameras for re-identification in a systematic manner.
Our algorithm integrates both attributes and low-level fea-
tures for training and acquire better attribute features through
low rank attribute embedding.

2.3 Multi-Task Learning

There are some representative works concerning Multi-Task
Learning, including clustered MTL [54], Robust MTL [55],
trace norm regularization [56], and [57]. The modeling of
information shared across tasks is often based on the
assumption of a shared low rank structure [58], [59]. Kernel
method has also been utilized to handle linearly non-sepa-
rable features [60], [61]. Dictionary learning [62] and tree

sparsity constraint [63] are also integrated with the standard
MTL framework. Chen et al. [64] apply MTL to concurrently
learn inter-attribute correlations and ranking functions for
image ranking. By regarding attribute classifiers as auxiliary
tasks for object classifiers, Hwang et al. [65] use MTL to
learn a shared structure for improved classification and
attribute prediction. Yang and Hospedales [57] provides a
two sided neural network framework, one for original fea-
ture and one for associated semantic descriptor that
addresses both multi-domain and multitask learning.

Both [64] and [65] assume attributes to be related tasks.
In [66], the multi-task support vector ranks individuals by
transferring information of matched or unmatched image
pairs from the source domain to the target domain. Ma et al.
[67] use multi-task learning to substitute multiple Mahalano-
bis distance metrics for the universal distance metric for all
cameras. It should be noted that our approach is different
from [66] in that, we directly model low-level features and
inter-attribute correlations shared across cameras without
using image pairs. Moreover, with respect to both attributes
and low-level features, we seek for a shared structure across
cameras, rather than learning a metric for each camera pair,
which can be computationally expensive for real applica-
tions. Although the framework of [68] has a similar low-
rank constraint with our work, it is not MTL based and
adopts a different optimization method due to the addi-
tional l1 and l2 constraints. Robust MTL [55] can only be
used to optimize W for MTL. Compared with the ones
in [68] and [55], our formulation is more challenging by
involving the optimization of bothW for MTL and low rank
matrix for attributes correlation. To address this formula-
tion, we have proposed an efficient alternating optimization
strategy with convergence guarantee.

3 METHODOLOGY

3.1 Problem Formulation

In this paper, learning a good representation for person re-
identification is formulated as a problem of classification by
learning a set of classifiers using images from multiple cam-
eras, with each classifier corresponds to a specific person.
Like [17], [18], [19], if the training set contains C persons,
we use the MTL-LORAE to train C classifiers and then for-
mulate each classifier learning as a regression problem.
Each probe and gallery image is represented by a vector
composed of outputs of these classifiers. Through the com-
putation of the distance between vectors of probe and gal-
lery images, we find and rank gallery images to perform
person re-identification. Details of this procedure will be
given in Section 3.5. For simplicity, no distinction is drawn
between cameras and tasks, and we will use two terms
interchangeably.

Given L learning tasks fT 1; T 2; . . . ; T Lg sharing the same
feature space, we want to use information of all tasks to
learn multi-class classifiers on a specific task. Typically, all
tasks in a multi-class setting share the same set of C classes
(persons). In a supervised one-versus-all manner, for the lth
task T l, we begin with binary classification by considering
images belonging to the cth class as positive samples and
regarding those belonging to the rest of the classes as nega-
tive samples, where there are totally nl labeled training
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samples. We follow the standard supervised learning proto-
col, where labels of all training images are available.

By learning multiple tasks simultaneously, our method
can perform effective task-to-task information transmission,
which is a useful function when only a limited amount of
training data from a task is available. For better clarity, we
omit the class index c from all notations in the following
text. For each training sample from the lth task T l, we have
a low level feature vector xli 2 Rd and a label yli 2 f�1; 1g,
where 1 indicates this sample is from the cth class and �1
otherwise. Additionally, there is a binary attribute vector
ali 2 f0; 1g

k for each sample, which may be semantic and
manually labeled or correspond to learned binary codes as
described in [69]. For each dimension of ali, 1 means that the
corresponding attribute is present and 0 otherwise. Then, a
predictor fl with respect to the task T l will be learned.

The discriminative and generalization ability of predic-
tors can be enhanced by exploiting the relationship amongst
tasks. Hence, information from task T i can be transmitted
to another task T j, where there may be only a limited num-
ber of training samples available. In this manner, the learn-
ing of the predictor fj will benefit from the learning on both
T i and T j simultaneously. This motivates the usage of MTL
to match images taken by different cameras. Furthermore,
the learned predictors can be improved if we integrate
attributes and find the correlations among them. The fol-
lowing sections introduce the low rank attribute embedding
(LORAE), complete MTL formulation, optimization algo-
rithm, and re-identification process.

3.2 Low Rank Attribute Embedding

A simple approach of combining low-level features and
attributes is to concatenate feature vectors and original attri-
bute vectors. However, considering the possible inconsis-
tency between human annotators and that it is difficult to
obtain exhaustive semantic concepts, attributes tend to be
inaccurate or incomplete in most cases. Actually, the
absence of an attribute for an instance does not necessarily
means that the instance does not have that attribute, which
is a fact that could be misinterpreted by the learning algo-
rithm. Similarly, the presence of a wrongly annotated attri-
bute may constitute noise. All this make it difficult for the
learned model based on the original attributes to accurately
describe the instance. As there are many attributes, they are
normally related to each other, meaning that some of them
often co-occur across different tasks. Consequently, from
the presence of one attribute, we can infer presence of its
closely related attributes, which is helpful in recovering
missing attributes. Likewise, some attributes are highly
mutually exclusive, so that they never occur simulta-
neously, which serves as a clue to remove noisy attributes.

Following [68], we learn a low rank attribute space to
embed the original binary attributes into continuous attrib-
utes using attribute dependencies. Specifically, in the low
rank space, there exists a transformationmatrixZ of each spe-
cific person, which is responsible for converting each of the
original attribute vector of one person (class) into a newvector
with continuous values. The transformation matrix should
capture correlations between attributes pairs since an attri-
bute can be affected by other attributes. The refined attributes
of one person are able to discover the correlations of related

attributes and preserve more accurate information to recog-
nize this person. Moreover, some attributes may show certain
local patterns. For example, there usually exists groups of
attributes like shorts and barelegs, which are strongly corre-
lated with each other, while being independent with the rest.
These local groups essentially imply a low-rank structure in
matrix Z. Therefore, Z should be a low-rank matrix to learn
the potential correlations among attributes.

Formally, given an attribute vector ali from task T l, the
linear embedding is parameterized as

fZðaliÞ ¼ Z>ali
s.t. rankðZÞ � r;

(1)

where ali and fZðaliÞ 2 Rk and Z 2 Rk�k. Although kernel
methods are applicable here, we choose to focus on linear
embeddings for easier learning. The rank constraint
imposed on Z guarantees that Z is low rank. It means there
exists a row Zi;: (or a column Z:;i) that is a linear combina-
tion of other rows (or columns). Therefore, the number of
parameters needed for a good embedding is smaller than
k� k. Hence, the computational complexity is decreased. In
this way, we obtain a refined attribute vector with continu-
ous values. It can precisely describes correlations between
attributes while recovering missing values and reducing
noises. Fig. 1 shows an intuitive illustration of the low rank
embedding, where missing values are successfully recov-
ered in the embedded continuous attributes.

3.3 Multi-Task Learning with Low Rank Attribute
Embedding

MTL is designed to learn multiple task-specific predictors
simultaneously by making use of the correlations among
tasks, so that the shared information can be transmitted from
one task to another. To obtain an accurate transformation
matrix Z for the purpose of attribute embedding, we propose
a unified MTL framework that can utilize inter-attribute cor-
relations across multiple tasks and train task-specific predic-
tors simultaneously. For the sake of simplicity, we assume a
linear classifier for each learning task T l to be represented by
a weight vector wl. For notational convenience, we concate-
nate the embedded attribute vector fZðaliÞwith xli to construct
a new vector exli ¼ ½xli;fZðaliÞ� 2 Rdþk. Therefore, we have
wl 2 Rdþk. In another word, while learning each person-
specific classifier, we also learn a person-specific linear

Fig. 1. Illustration of low rank attribute embedding with three attribute
vectors from task T 1 as examples. With the learned transformation
matrix, the original binary attributes are converted to continuous attrib-
utes. Semantically related attributes are recovered even though they are
absent in the original attribute vectors, i.e., the attribute female is non-
zero in the embedded attribute vector due to the presence of both skirt
and handbag, even though its value is 0 in the original attribute vector a13.
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projection of attributes as part of that classifiers feature space.
We define the loss function as ‘ðyli; ali;exli;ZÞ which can repre-
sent any smooth and convex function measuring the discrep-
ancy between groundtruth and predictions from learning.
The MTL-LORAE framework is shown in Fig. 2. We use a
label yli 2 f�1; 1g for classification with the goal of finding
better feature descriptors instead of just solving the classifica-
tion problem. In another word, we want to use the outputs of
trained classifiers as a feature vector. Consequently, the task
is formulated as a regression problem to learn feature vectors
conveying the classification confidence scores. Therefore, we
define the loss function as a regression problem, i.e.,

‘ðyli; ali;exli;ZÞ ¼ 1

2
ðjjyli �wl>exlijj2 þ gjjali � Z>alijj

2Þ: (2)

The first term jjyli �wl>exlijj2 is the quadratic loss caused by
applying the learned weight vector wl to the newly con-
structed sample exli. The second term jjali � Z>alijj

2 is the
attribute embedding error, which regularizes the difference
between original attributes and refined attributes obtained
from the linear embedding through Z. For the results pro-
duced by the embedding, their deviation from the original
attributes should be small. g controls the contributions of
the two terms.

We denote all the task-specific wl as a single weight
matrix W ¼ ½w1;w2; . . . ;wL� 2 RðdþkÞ�L. Since information
is shared among tasks and each task has a specific structure,
similar to [59], we assume thatW is composed of a low rank
matrix shared by all tasks and a task-specific sparse compo-
nent representing the incoherence caused by individual

tasks. Formally, W can be decomposed into a low rank
matrix R 2 RðdþkÞ�L and a sparse component S 2 RðdþkÞ�L.
Therefore, we have W ¼ Rþ S. Intuitively, non-zeros
entries in S indicate the task-specific incoherence between
the task and the shared low rank structure. The formulation
of MTL-LORAE is then given by

min
R;S;Z

XL
l¼1

Xnl
i¼1

‘ðyli; ali;exli;ZÞ þ �jjSjj0

s.t. W ¼ Rþ S; rankðRÞ � r1; rankðZÞ � r2;

(3)

where � is a trade-off parameter controlling the importance
of the regularization. r1 and r2 constrain the matrices R and
Z to be low rank. jjSjj0 is the ‘0-norm of S, which counts the
number of non-zero entries of S.

Solving Eq. (3) is NP-hard since it is non-convex and non-
smooth towing to the sparse regularization and low rank
constraints. It can be converted into a computationally solv-
able one through convex relaxation. First, since the ‘1-norm
is a convex envelop of ‘0-norm, jjSjj0 is replaced by jjSjj1,
which is the sum of all non-zero values. Second, the stan-
dard convex relaxation for the matrix rank is to use the
nuclear norm (trace norm) jj � jj� ¼

P
i si, which is the sum

of the singular values of a matrix. We then obtain

min
R;S;Z

XL
l¼1

Xnl
i¼1

‘ðyli; ali;exli;ZÞ þ �jjSjj1

s.t. W ¼ Rþ S; jjRjj� � r1; jjZjj� � r2;

(4)

which is our complete MTL-LOREA formulation. For the
convenience of notation, the value of the objective function
is denoted as F . By minimizing Eq. (4), the desired weight
matrixW and transformation matrix Z can be obtained.

3.4 Optimization

The optimization of Eq. (4) is difficult becauseW (i.e., R and
S) and Z are coupled together by exli. However, the problem
becomes solvable when we alternate between the tasks of
optimizing the objective function with respect to one vari-
able and fixing the other one. During the process of fixing Z,
jjali � Z>alijj

2 becomes a constant so it can be omitted. exli is
also constant with respect to wl, so that it can be regarded
as an ordinary training sample. By removing the nuclear
norm constraint on Z, Eq. (4) reduces to the standard MTL
formulation under the assumption of shared low rank struc-
ture plus incoherent sparse values

min
W

XL
l¼1

Xnl
i¼1

‘0ðyli;exliÞ þ �jjSjj1

s.t. W ¼ Rþ S; jjRjj� � r1;

(5)

where ‘0ðyli;exliÞ ¼ 1
2 jjyli �wl>exlijj2. Eq. (5) can be solved by

using the MixedNorm approach as described in detail in
[59]. Details can be found in [59].

In the process of fixingW, both R and S become constant,
so we can remove the constraints related to them. Therefore,
we obtain the objective function

min
Z

XL
l¼1

Xnl
i¼1

‘ðyli; ali;exli;ZÞ
s.t. jjZjj� � r2:

(6)

Fig. 2. Illustration of our MTL-LORAE framework.
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After relaxing the constraint as a regularization term, we
obtain

min
Z

XL
l¼1

Xnl
i¼1

‘ðyli; ali;exli;ZÞ þ bjjZjj�: (7)

With the nuclear norm regularization, the optimal transfor-
mation matrix Z will not degenerate to a trivial solution,
i.e., an identity matrix I. However, in the presence of the
non-smooth nuclear constraint on Z, it is difficult to opti-
mize Eq. (7). For notational clarity, the loss function with
respect to Z is denoted as ‘Z, and the regularization term as
hZ ¼ jjZjj�. Eq. (7) is then rewritten as

min
Z

‘Z þ bhZ: (8)

‘Z is convex, differentiable and Lipschitz continuous. hZ is
convex but non-differentiable. Thus, Eq. (8) can be solved
by the proximal gradient method iteratively.

First, we represent the gradient of ‘Z with respect to Z as
@Z‘. According to the proximal gradient algorithm, at each
iteration step j, we then have Zj ¼ proxtjðZj�1 � tj@Zj�1‘Þ,
where tj > 0 is the step size and j is the iteration index.
proxtj is a proximal operator, defined as

arg min
Z

‘Zj�1 þ h@Zj�1‘;Z� Zj�1i

þ 1
2tj
jjZ� Zj�1jj2F þ bhZ;

(9)

where h�; �i is the inner product. Eq. (9) finds the Z that mini-
mizes the surrogate of the loss function ‘ at point Zj�1 plus a
quadratic proximal regularization term and the non-smooth
regularization term. Eq. (9) can be further simplified to

arg min
Z

1
2tj
jjZ� ðZj�1 � tj‘Zj�1Þjj

2
F þ bhZ: (10)

It is clear that Eq. (10) can be effectively solved by perform-
ing SVD on Zj�1 � tj‘Zj�1 and then soft-thresholding the sin-
gular values.

In practice, we use the Accelerated Gradient Method
(AGM) [56] to achieve faster optimization. AGM adaptively
estimates the step size and introduces the search point fZj

that is a linear combination of the latest two approximations

Zj�1 and Zj�2, eZj ¼ Zj�1 þ ð
aj�1�1

aj
ÞðZj�1 � Zj�2Þ. Here, aj�1

and aj control the combination weights of the previous two
approximations, which are also updated iteratively by

aj ¼
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ4a2

j�1
p

2 with a0 ¼ 1. The gradient in the jth iteration

is then performed on eZj instead of Zj, where eZ1 ¼ Z0.
The gradient @Z‘ is explicitly computed as

@Z‘ ¼ ðyli �wl>exliÞ @w
l>exli
@Z

þ g
@Z>ali
@Z
ðali � Z>aliÞ

>

¼ ðyli �wl>exliÞ @w
l>
f Z>ali
@Z

þ g
@Z>ali
@Z
ðali � Z>aliÞ

>

¼ ðyli �wl>exliÞaliwl>
f þ galiðali � Z>aliÞ

>

¼ ali½wl>
f ðyli �wl>exliÞ þ gðali � Z>aliÞ

>�;

(11)

where wl
f 2 Rk is part of the weight vector wl correspond-

ing to the embedded attribute fZðaliÞ. When the optimiza-
tion for Z converges, we update Z, fix it and minimize the
objective function for W. The optimization will stop once a

pre-defined iteration number P or once the difference
DF ¼ Fj�1 � Fj > 0 between consecutive values of the
objective function falls below a threshold. The detailed steps
of the optimization are shown in Algorithm 1.

Algorithm 1. Multi-Task Learning with Low Rank
Attribute Embedding (MTL-LORAE)

Input: training data samples fxli; ali; ylig for all L tasks, initial Z0

and W0, iteration number P and threshold th > 0 to control
iteration step.
Output: Learned Z andW.
Z Z0,W W0;
Evaluate objective function F0 using Z andW;
for j = 1 to P do

Optimize Eq. (5) when fixing Z byMixedNorm;
UpdateW Wj;
Optimize Eq. (6) when fixingW by AGM algorithm;
Update Z Zj;
Evaluate objective function Fj;
Calculate DF ¼ Fj�1 � Fj;
if DF < th
break;

end if
end for

3.5 Re-Identification Process

With C training classes (persons), we obtain C class-specific
weight matrices and transformation matrices, each of which
is denoted as WðcÞ ¼ ½w1

ðcÞ;w
2
ðcÞ; . . . ;w

L
ðcÞ� and ZðcÞ, respec-

tively, by performing the optimization with respect to each
class. Note that, since different persons may have different
sensitivities to attribute correlations, we trained a transfor-
mation matrix ZðcÞ for the cth specific person to enhance the
recognition of this specific person. Therefore, there are C
different transformation matrixes Z for re-identification
instead of one global transformation matrix. Given an image
taken by the l0th camera, l0 ¼ 1; 2; . . . ; L, which either
comes from the gallery or the probe set, we first extract
low level feature xl

0
and attribute vector al

0
. By utilizing

the transformation matrices, we convert our feature and
attribute vectors to a new set of vectors, denoted as

eXl0 ¼ ½exl0ð1Þ;exl0ð2Þ; . . . ;exl0ðCÞ� 2 RðdþkÞ�C , where the cth column

exl0ðcÞ ¼ ½xl0 ;Z>ðcÞal0 � is the concatenation of the feature vector
and the embedded attribute vector using the cth transfor-
mation matrix ZðcÞ. Furthermore, we select weight vectors
with respect to l0th task from C weight matrices, and multi-
ply them with the new vectors to obtain a score vector s as

s ¼
h
wl0>
ð1Þexl0ð1Þ;wl0>

ð2Þexl0ð2Þ; . . . ;wl0>
ðCÞexl0ðCÞ

i
; (12)

where wl0
ðcÞ is the column weight vector extracted from WðcÞ

corresponding to the l0th task T l0 trained for the cth class.
Therefore, each image is finally represented by a C-dimen-
sional score vector s. Then the Euclidean distance between
two score vectors is used to measure the similarity between
a gallery image and a probe image. It should be noted that
the classes in the training set can be either the same as or
different from those in the gallery and probe sets.

In multi-shot cases, a number of images are presented for
each probe/gallery identity. Given a probe image set

1172 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 40, NO. 5, MAY 2018



containing mp images, the re-identification process ranks
the gallery image sets by aggregating image-level similari-
ties Therefore, the voting scheme below is used. First, we
calculate the distances between mp probe images and all
gallery images. Then, we use a Gaussian kernel to convert
the distances into similarities. In order to obtain a single
similarity between the probe and a gallery image set of mg

images, we sum up all mp �mg similarities and divide the
sum by the number of gallery images, mg, to discount the
effect of a gallery set including a large number of images.

4 EXPERIMENTS

4.1 Datasets

We evaluate our approach on four public datasets, iLIDS-
VID [16], PRID [70], VIPeR [71] and SAIVT-SoftBio [35]. The
iLIDS-VID dataset consists of 600 image sets of 300 persons
from two cameras at an airport. This dataset is designed for
multi-shot re-identification. Each person has two image sets
from the two cameras respectively, where each image set
contains 23 to 192 images, sampled from a short video taken
within a few seconds. The PRID dataset is used for single-
shot scenario. It contains images of different people from
two cameras A and B, under different illumination and
background conditions. There are 385 and 749 persons
appearing in cameras A and B, respectively, of which 200
appear in both cameras. The VIPeR dataset contains 632 per-
sons from two cameras, with only one image per person in
each camera. The SAIVT-SoftBio dataset is also designed for
multi-shot re-identification, where images are also extracted
from a short video containing a person. There are 152 per-
sons from eight different cameras. Since not every person
appears in all cameras, following the evaluation setting
in [38], we select those appearing in three cameras (i.e., cam-
eras #3, #5 and #8) as our evaluation set.

4.2 Implementation Details

We use a 2,784-dimensional color and texture descriptor [24]
as our low level feature, which is composed of 8 color chan-
nels (RGB, HSV and YCbCr1) and 19 texture channels
(Gabor and Schmid). As for attributes, using this descriptor
as x, we learn binary SVMs referring to [49] to predict the
same 20-bit attributes in [49] for PRID and 90-bit attributes
in [72] for VIPeR. For other datasets, we learn attribute func-
tions by [73] in an unsupervised manner on the training set

and generate 32-bit attributes with the descriptor as x. This
overall representation is generated by concatenating the fea-
ture x and the output of attribute classifiers.

Following the standard evaluation protocols, we ran-
domly select 150, 100 and 316 persons appearing in all cam-
eras as our training set for iLIDS-VID, PRID and VIPeR,
respectively. The remaining 150, 649 and 316 persons serve
as the test set (galleries and probes). All the results are aver-
aged over 10 random training/test splits. Parameters for
learning are empirically set via cross-validation and fixed for
all experiments. r1 ¼ 2, r2 ¼ 5 and � ¼ 0:3 in Eq. (3). g ¼ 0:5
in Eq. (2). Iteration number P ¼ 500 and threshold th ¼ 10�5

in Algorithm 1. If a classifier for a specific person is to be
trained in the experiment, all images of this person are used
as positive samples while images of other people are used as
negative samples. Consequently, the positive/negative data
ratio is highly imbalanced.We thus randomly select negative
samples for training according to a 1:4 positive/negative
ratio. Note that, this learning procedure is independent for
each person. Therefore, all the classes (persons) can be
trained in parallel.

4.3 Experimental Results

4.3.1 iLIDS-VID

Among 150 persons in the test set, images from one camera
are used as the probe set, while those from another camera
serve as the gallery set. We first compare our approach with
eight competing learning-based methods for multi-shot re-
identification: Salience Matching (Salmatch) [74], Learning
Mid-level Filters (LMF) [32], Multi-shot Symmetry-driven
Accumulation of Local Features (MS-SDALF) [26], Multi-shot
color with RankSVM (MS-color+RSVM) [16], Multi-shot
color&LBP with RankSVM (MS-color&LBP+RSVM) [16],
color&LBP with Dynamic Time Warping (Color&LBP
+DTW) [8], HoGHoF with DTW (HOGHOF+DTW) [75],
color&LBP with Discriminative Video fragments selection
and Ranking (MS-color&LBP+DVR) [16]. Note that, all of the
above methods are trained by person IDs with supervised
learning strategy. We use Cumulative Match Characteristic
(CMC) curves to evaluate performance, and show experimen-
tal results in Fig. 3 and Table 1.

Table 1 clearly shows that our MTL-LOREA approach
produces the best results consistently at different ranks.
When inspecting the matching rate at ranks 1 and 5, we find
a relatively large improvement compared to the MS-
color&LBP+DVR approach that achieves the best perfor-
mance among all the compared algorithms. Specifically, our

Fig. 3. CMC curves of our approach and state-of-the-art approaches on the iLIDS-VID dataset (left) and PRID dataset (right).

1. Only one of the luminance channels (V and Y) is used.
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method successfully improves the rank 1 accuracy from 34.5
to 43.0 percent, resulting in an 8.5 percent increase. In addi-
tion, we obtain nearly 100 percent matching rate at rank 50,
while most of the compared methods only achieve 80 per-
cent matching rate or even less at the same rank.

4.3.2 PRID

Following the protocol in [70], we use images of 100 persons
from camera A as the probe set, and 649 persons in camera
B as the gallery set, excluding all training samples. We com-
pare our algorithm with 11 supervised learning-based
methods: Relaxed Pairwise Metric Learning (RPML) [8],
Probabilistic Relative Distance Comparison (PRDC) [15],
RankSVM (RSVM) [76], Salmatch [74], LMF [32], Pairwise
Constrained Component Analysis (PCCA) [7], regularized
PCCA (rPCCA) [12], Keep It Simple and Straightforward
MEtric (KISSME) [11], kernel Local Fisher Discriminant
Classifier (kLFDA) [12], Marginal Fisher Analysis
(MFA) [12] and Kernel Canonical Correlation Analysis
(KCCA) [77]. Among these compared methods, PRDC,
PCCA, rPCCA, kLFDA and MFA use the same 2784-D low-
level feature as our work. Note that, we do not compare
with DVR [16] because DVR only uses 89 persons for test-
ing, which does not follow the same protocol used by the
aforementioned methods. We also use CMC curves to eval-
uate performance, as shown in Fig. 3 and Table 2.

The experimental results show that our MTL-LOREA
approach outperforms all existingmethods by a largemargin.
In particular, our approach achieves 50 percent matching rate
at rank 10, while the matching rates of compared approaches
are mostly less than 30 percent. Except for our approach and
KCCA, all other methods are only able to obtain a 50 percent
matching rate at rank 55. Our approach also consistently out-
performs KCCA, which shows the best performance at vari-
ous ranks among the compared algorithms. Specifically, our
absolute improvement of matching rate over KCCA is about
6 percent on average. The margin grows larger as we move
from lower ranks to higher ranks. In terms of the accuracy at
rank 1 and rank 5, our approach achieves a matching rate 18
percent at rank 1 and 37.4 percent at rank 5, respectively, lead-
ing to a 3.5 and 3.1 percent performance gain at ranks 1 and 5
over KCCA. When evaluated with more retrieved samples,
our approach still secures the best performance. It thus can be
seen that pairwise distance metric learning based on camera
pairs is clearly not as powerful as our approach. Although
using kernel tricks, without fully investigating the relation-
ships of features and attributes frommultiple cameras, KCCA

cannot improve the performance substantially. The experi-
ments further verify thatMTL-LOREA, which learns attribute
correlations in anMTL settingwith low rank embedding, suc-
cessfully exploits relationships among attributes, thus produ-
ces amore discriminativemodel.

Since all the competing methods only use low level fea-
tures while MTL-LOREA uses both low level features and
attributes, we conduct additional experiments on the PRID
dataset, where semantic attributes are provided, to verify
that the performance boost of MTL-LOREA results from
our learning framework rather than attributes only. We col-
lect publicly available implementations of five existing
approaches, which are Salmatch [74], LMF [32], rPCCA [12],
kLFDA [12] and MFA [12]. We concatenate the original
binary attribute vectors and low level features used by each
approach to form a set of new feature vectors, while keeping
other parts of each implementation unchanged. For fair
comparison, we use the default parameter settings provided
by original authors for each implementation. The compari-
sons are shown in Fig. 4 and Table 3.

With attribute added, all the five compared methods pro-
duce better results, justifying the use of attributes. Never-
theless, the performance of the five compared methods is
still worse than that of our MTL-LOREA approach. This
again verifies that our learning framework with MTL and
low rank attribute embedding is effective in utilizing shared
information amongst tasks, as well as exploiting attribute
correlations, to improve the re-identification accuracy.

TABLE 1
CMC Scores of Ranks from 1 to 50 on the iLIDS-VID Dataset

Rank 1 5 10 20 30 50

Salmatch [74] 8.0 24.8 35.4 52.9 61.3 74.8
LMF [32] 11.7 29.0 40.3 53.4 64.3 78.8
MS-SDALF [26] 5.1 19.0 27.1 37.9 47.5 62.4
MS-color+RSVM [16] 16.4 37.3 48.5 62.6 70.7 80.6
MS-color&LBP+RSVM [16] 20.0 44.0 52.7 68.0 78.7 84.7
Color&LBP+DTW [16] 9.3 21.6 29.5 43.0 49.1 61.0
HoGHoF+DTW [16] 5.3 16.0 29.7 44.7 53.1 66.7
MS-color&LBP+DVR [16] 34.5 56.4 67.0 77.4 84.0 91.7

MTL-LOREA 43.0 60.0 70.2 85.3 90.2 96.3

Numbers indicate the percentage (%) of correct matches within a specific rank.

TABLE 2
CMC Scores of Ranks from 1 to 50 on the PRID Dataset

Rank 1 5 10 20 30 50

RPML [8] 4.8 14.3 21.6 30.2 37.2 48.1
PRDC [15] 4.5 12.6 19.7 29.5 35.8 46.0
RSVM [76] 6.8 16.5 22.7 31.5 38.4 49.3
Salmatch [74] 4.9 17.5 26.1 33.9 40.5 47.8
LMF [32] 12.5 23.9 30.7 36.5 42.6 51.6
PCCA [7] 3.5 10.9 17.9 27.1 34.2 45.0
rPCCA [12] 3.8 12.3 18.3 27.5 35.2 45.4
KISSME [11] 4.1 12.8 21.1 31.8 40.7 52.5
kLFDA [12] 7.6 18.9 25.6 37.4 46.7 58.5
MFA [12] 7.2 18.7 27.6 39.1 47.4 58.7
KCCA [77] 14.5 34.3 46.7 59.1 67.2 75.4

MTL-LOREA 18.0 37.4 50.1 66.6 73.1 82.3

Numbers indicate the percentage (%) of correct matches within a specific rank.

Fig. 4. CMC curves of our approach and 5 state-of-the-art approaches
with attributes added on the PRID dataset.
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4.3.3 VIPeR

We apply data augmentation to generate more training
samples for MTL-LORAE. Specifically, for each training
image, we apply horizontal and vertical translation t 2 f�6;
�3; 0; 3; 6g pixels and clockwise rotation r 2 f�5; 0; 5g
degrees, resulting in totally 75 images per original training
image.

We compare MTL-LORAE with some recent supervised
learning-basedmethods, including KISSME [11], kLFDA [12],
KCCA [77], LOMO+XQDA [78], TSR [79], EPKFM [80]and
MLAPG [81], as shown in Table 4. OurMTL-LORAE achieves
the best accuracy at rank 1 and rank 5, outperforming existing
methods by a largemargin, and comparable results at rank 10
and rank 20.

4.3.4 SAIVT-SoftBio

We use half of the persons as the training set and the remain-
ing as the test set. In the test set, each image set serves as the
probe while all the remaining image sets are regarded as the
gallery. For fair comparison, we evaluate the performance
using precision, recall, and F1-score by regarding the identifi-
cation problem as a classification problem as [38] does. We do
not use the CMC score because it is not applicable to the sce-
nario with more than two cameras. We compare our algo-
rithm to RSVM [76], KISSME [11], RSVM with Conditional
Random Field (R-CRF) [38], and KISSME with Conditional
Random Field (K-CRF) [38]. All of these compared methods
use the same 2,784-D low-level feature as our work. Results

are averaged over all possible camera pairs of the three cam-
eras, and are presented in Table 5.

The table shows that our MTL-LOREA is able to achieve
the best F1-score, outperforming the best of existing
method, K-CRF, by 4.6 percent. In addition, MTL-LOREA
achieves the second best recall rate and comparable preci-
sion rate. We also note that our learning framework can
learn the models for all cameras simultaneously regardless
of the number of cameras, which is more computationally
efficient than existing methods that explicitly deal with all
pairs of cameras.

In addition to the above comparisons, we further show
comparisons of our approach and other competing methods
with respect to each pair of cameras separately in Table 6.
Compared with four competing methods, our MTL-LOREA
approach achieves better or comparable precision and
recall, and the best F1-score on all the camera pairs, showing
its outstanding capability of discovering and identifying a
person accurately.

4.4 Performance Using Deep Features

As deep learning has shown promising performance and
generalization ability in vision tasks, we also consider to
incorporate deep features into our MTL-LOREA algorithm
as another type of feature representation. In this experi-
ment, we use the output of VGG-16 network [82] pre-
trained on the ImageNet image classification task [83] as
deep features. The VGG-16 network includes 13 convolu-
tional layers, followed by three fully-connected layers.

To improve the performance of deep features, we fine-
tune the VGG-16 network using more than 40,000 samples

TABLE 3
CMC Scores of Our Approach and Five State-of-the-Art

Approaches with Attributes Added at Ranks
from 1 to 50 on the PRID Dataset

Rank 1 5 10 20 30 50

Salmatch [74] 4.9 17.5 26.1 33.9 40.5 47.8
Salmatch+Att 9.6 22.6 30.2 38.8 44.8 53.1
LMF [32] 12.5 23.9 30.7 36.5 42.6 51.6
LMF+Att 15.0 26.2 33.6 39.3 44.1 54.7
rPCCA [12] 3.8 12.3 18.3 27.5 35.2 45.4
rPCCA+Att 8.7 14.4 20.8 31.5 36.0 46.7
kLFDA [12] 7.6 18.9 25.6 37.4 46.7 58.5
kLFDA+Att 9.4 22.0 30.2 44.1 53.9 66.8
MFA [12] 7.2 18.7 27.6 39.1 47.4 58.7
MFA+Att 10.7 22.1 32.0 47.3 53.8 63.7

MTL-LOREA 18.0 37.4 50.1 66.6 73.1 82.3

Numbers indicate the percentage (%) of correct matches within a specific rank.
“Att” indicates attributes are added to the original features.

TABLE 4
CMC Scores of Ranks from 1 to 20 on the VIPeR Dataset

Rank 1 5 10 20

KISSME [11] 19.6 47.5 62.2 77.0
kLFDA [12] 32.2 65.8 79.7 90.9
KCCA [77] 37.3 71.4 84.6 92.3
LOMO + XQDA [78] 40.0 68.9 81.5 91.1
TSR [79] 31.6 68.6 82.8 94.6
EPKFM [80] 36.8 70.4 83.7 91.7
MLAPG [81] 40.7 69.9 82.3 92.4
MTL-LORAE 42.3 72.2 81.6 89.6

Numbers indicate the percentage (%) of correct matches within a specific rank.

TABLE 5
Comparison of Precision, Recall and F1-Score (in %) by Existing

Methods and Our Approach on SAIVT-SoftBio Dataset

RSVM [76] KISSME [11] R-CRF [38] K-CRF [38] MTL-LOREA

Precision 22.0 19.7 53.7 50.3 45.2

Recall 42.1 66.1 39.4 49.8 63.7

F1-score 26.2 29.5 42.0 48.3 52.9

TABLE 6
Comparison of Precision, Recall and F1-Score (in %)
Regarding All Camera Pairs by Existing Methods
and Our Approach on SAIVT-SoftBio Dataset

RSVM [76] KISSME [11] R-CRF [38] K-CRF [38] MTL-LOREA

C3-C5

Precision 14.9 15.9 37.2 38.0 38.1

Recall 24.7 50.3 15.5 28.5 75.1

F1-score 15.9 23.4 18.2 30.3 50.5

C3-C8

Precision 27.7 20.7 55.4 48.4 41.0

Recall 29.4 70.1 43.1 51.1 65.6

F1-score 20.1 31.0 43.4 47.6 50.4

C5-C8

Precision 25.7 19.9 45.2 47.1 36.8

Recall 43.4 65.4 30.8 44.7 53.8

F1-score 24.6 29.6 32.4 43.7 43.7

C3, C5 and C8 represent cameras #3, #5 and #8.
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of 152 persons, which are taken by cameras #1, #2, #4, #6 and
#7 on SAIVT-SoftBio dataset. The fine-tuning procedure is
conducted in a classification task, where the person IDs are
used as class labels. All parameters are the same as those
in [82]. A total of 40,000 iterations are performed. Then, we
use the fine-tuned VGG-16 model to extract features of
images from cameras #3, #5 and #8 of SAIVT-SoftBio dataset
and other datasets as our low-level features x. We select the
4,096-dim output of FC7 layer (the second fully-connected
layer) as the deep feature, and denote it as VGG-FC7.

We run our MTL-LOREA with deep features on the four
datasets. The results are summarized in Tables 7 and 8,
respectively. In the tables, VGG-FC7 means that we directly
use the output of FC7 layer in the VGG-16 network as feature
representation andmatch them using Euclidean distance.

We do not use the feature of the output layer, i.e., score
vector, because the score vector is more related with the
training data. As the training data and test data do not share
any overlap, the FC7 feature outperforms the score vector.
MTL-LOREA-VGG means that the features of the FC7 layer
are used as a substitution for low-level features in multi-
task learning under MTL-LOREA.

Table 7 shows the results on the iLIDS-VID dataset, PRID
dataset and VIPeR dataset, where the CMC scores of VGG-
FC7 at rank 1 are 24.1, 19.8 and 25.1 percent, respectively. This
means that deep features are not discriminative enough to
distinguish different persons without being fine-tuned on the
target datasets. On the other hand, the CMC scores of MTL-
LOREA-VGG at rank 1 are 56.4, 21.0 and 45.4 percent on the
three datasets, which are 13.4, 3.0 and 3.1 percent higher than
those of MTL-LOREA, respectively. It demonstrates that our
framework further boosts the person re-identification perfor-
mance by integrating with deep features. The above experi-
ments clearly verify that our MTL-LOREA framework is
effective in correctly matching images from the same person,
and is not dependent upon specific features.

Since VGG-16 is fine-tuned on SAIVT-SoftBio, it can be
seen from the Table 8 that VGG-FC7 has higher Precision,
Recall and F1-score than MTL-LOREA. This is reasonable
because deep features fine-tuned on the same dataset com-
monly perform better. However, the F1-score of MTL-
LOREA-VGG shows improvements of 5.8 percent on C3-
C5-C8, 7.9 percent on C3-C5, 1.8 percent on C3-C8, and 12.7
percent C5-C8, respectively, compared to the results of

VGG-FC7. Moreover, MTL-LOREA-VGG also produces sig-
nificantly higher F1-score than MTL-LOREA, i.e., about 15
percent improvement.

4.5 Discussion

In this section, we conduct more experiments to show the
characteristics and some interesting aspects of the proposed
methods.

4.5.1 Convergence Analysis

Our original formulation in Eq. (4) is difficult to optimize.
We solve this problem by alternatively optimizing the objec-
tive function with respect to one variable and fixing the
other one. When fixing Z, we obtain the Eq. (5), which can
be solved by MixedNorm approach in [59]. The optimization
algorithm of MixedNorm approach [59] guarantees the
global convergence with a convergence rate Oð1=k2Þ, where
k is the iteration number. On the other hand, when fixing
W, both the loss function ‘Z and regularization term hZ in
Eq. (8) are convex, so that a global optimal solution can be
acquired. By adopting the Accelerated Gradient Method
(AGM) in [56], we can achieve a convergence rate as
Oð1=k2Þ. Proofs of the convergence rate can be found in [56],
[59] and [84]. Therefore, our approach will find the global
optimal via alternating optimization.

To investigate the convergence rate of MTL-LOREA, we
show the values of objective function during the optimization
in Fig. 5. The optimization is conducted on the training sam-
ples of a person randomly selected from iLIDS-VID and
PRID. The figure shows that the objective function value
quickly decreases and reaches its minimal after a few itera-
tions, verifying the effectiveness of our optimization strategy.

4.5.2 Analysis on Transformation Matrix

Based on the assumption that attributes are correlated,
we propose to learn the low rank matrix Z to preserve

TABLE 7
CMC Scores of MTL-LOREA with Deep Features, i.e.,

Percentage (%) of Correct Matches, of Ranks 1, Rank 5,
Rank 10 and Rank 20 on the iLIDS-VID Dataset,

PRID Dataset and VIPeR Dataset

Methods Rank 1 Rank 5 Rank 10 Rank 20

iLIDS-VID VGG-FC7 24.1 43.6 52.8 65.6
MTL-LOREA 43.0 60.0 70.2 85.3

MTL-LOREA-FC7 56.4 69.0 78.4 87.4

PRID VGG-FC7 19.8 28.5 42.4 53.9
MTL-LOREA 18.0 37.4 50.1 66.6

MTL-LOREA-FC7 21.0 44.0 55.9 68.7

VIPeR VGG-FC7 25.1 39.8 48.5 60.6
MTL-LOREA 42.3 72.2 81.6 89.6

MTL-LOREA-FC7 45.4 76.6 85.3 91.7

TABLE 8
Comparison of Precision, Recall and F1-Score (in %) Regarding

All Camera Pairs by Our Approach with Deep Features
on SAIVT-SoftBio Dataset

VGG-FC7 MTL-LOREA MTL-LOREA-FC7

C3-C5-C8

Precision 54.4 45.2 57.5
Recall 69.0 63.7 79.5
F1-score 60.9 52.9 66.7

C3-C5

Precision 45.9 38.1 50.8
Recall 69.1 75.1 79.5
F1-score 54.8 50.5 62.7

C3-C8

Precision 57.9 41.0 55.9
Recall 73.0 65.6 81.9
F1-score 64.5 50.4 66.3

C5-C8

Precision 32.2 36.8 44.7
Recall 66.0 53.8 74.6
F1-score 43.2 43.7 55.9

C3, C5 and C8 represent cameras #3, #5 and #8.
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attribution correlations. In Figs. 6 and 7, we show some rep-
resentative examples of learned attribute relations by Z. In
these figures, the averaged correlation and mean absolute
error over all persons are shown on the PRID and VIPeR
datasets.

Because Z is trained for each specific person, the mean
absolute error in Figs. 6 and 7 essentially represents the vari-
ability in attribute-projection that is required to support a
good target person-classifier.

It can be seen from Figs. 6 and 7 that, the values of aver-
aged correlation are generally larger than the ones of mean
absolute error. It means that the learned correlations
between attributes stay relatively stable across different per-
sons. Meanwhile, the figures also demonstrate that different
persons do have different sensitivities to attribute correla-
tions. For example, the correlations between attributes like
darkhair and barelegs show large mean absolute error across
different persons. This means the correlation between dark-
hair and barelegs has diverse impact in identifying different
persons. Therefore, it is necessary to train the low rank
matrix Z for each person to encode the character of each per-
son. We use the trained matrix Z on each person rather than
a global Z also because such person-specific Z is easier to
optimize and could better avoid under-fitting.

It can be observed from Figs. 6 and 7 that, some attributes
are closely related and frequently co-occur in the same image.
They reasonably have higher averaged correlation scores,
e.g., the attributes shorts and barelegs. In contrast, a person can-
not wear light bottoms (or light shirt) and dark bottoms (or dark
shirt) at the same time. It is reasonable to observe that such
attributes have negative correlations. Attributes hairlong and
hairshort are also negatively correlated.

Similarly, the attribute carryingNothing has negative cor-
relations with both the attributes carryingMessengerBag and
carryingOther because a person is unlikely to carry different
bags simultaneously. Therefore, the learned attribute corre-
lations are reasonable. We thus use the learned correlations to
update the initial attributes to improve their accuracy.

Fig. 5. The values of objective function during optimization on the iLIDS-
VID dataset (top) and PRID dataset (bottom).

Fig. 6. Examples of attribute correlations learned on the PRID dataset.
The averaged correlation and mean absolute error across different per-
sons are shown in each example.

Fig. 7. Examples of attribute correlations learned on the VIPeR dataset.
The averaged correlation and mean absolute error across different per-
sons are shown in each example.
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4.5.3 Evaluation of Individual Components

To verify the effects of individual components in our
framework and show that each of them contributes to the
performance boost, we evaluate three variants of our
approach. Instead of using multi-task learning, we
assume tasks are independent and learn classifiers for
each task separately. The resulting classifiers are acquired
based on Single Tasks Learning (STL). In this way, STL
trains its classifiers under different cameras separately,
without sharing any data. We also use the original attrib-
utes without embedding. We thus have another variant
denoted as MTL-Att by discarding the embedding error
term in the objective function in Eq. (2). It means during
training and testing of MTL-Att, ex is set as ½x; a�. In addi-
tion, we remove the low rank constraint on Z in Eq. (4),
which embeds original attributes to a possible full rank
space by making attributes highly uncorrelated. We
denote this variant as MTL-FR. The three variants are
respectively evaluated on iLIDS-VID, PRID and VIPeR
datasets to see how each component affects the
performance.

We show CMC scores in Table 9. The results by STL are
always worse than those by MTL-LOREA and the other two
MTL-based variants. This indicates that learning related

tasks simultaneously successfully exploits shared informa-
tion amongst tasks and increases the discriminative ability
of the learned model.

We also find that MTL-FR is inferior to MTL-Att. This
suggests that assuming attributes are uncorrelated is unrea-
sonable and degrades the performance of original attributes.
However, only using the original attributes without investi-
gating their correlations, MTL-Att cannot produce the best
results. The experiments reveal that each of the above men-
tioned components is important in improving the perfor-
mance. By integrating all of them, our approach exhibits the
best performance.

4.5.4 Evaluation of Parameter Sensitivity

There are two important parameters in our formulation,
g in Eq. (2) which controls the contribution of attribute
embedding error term and � in Eq. (3) which controls
the importance of sparse regularization. To demonstrate
that our MTL-LOREA approach is not sensitive to these
parameters, we conduct experiments by changing the
parameters and evaluate the performance of MTL-
LOREA on three datasets. During our experiments, we
vary one parameter while keeping another one and all
the other parts fixed. Results are shown in Tables 10,
11, and 12.

Even though the parameters change within a relatively
large range, i.e., the maximal value is 20 times of the min-
imal value, the performance by MTL-LOREA only slightly
changes, i.e., the largest absolute change is no more than
7 percent. Actually, the absolute change is less than 3 per-
cent for most cases, which is negligible given the signifi-
cant improvement over existing approaches. The
experimental results clearly demonstrate that the pro-
posed MTL-LOREA is robust enough and not sensitive to
the above mentioned parameters. Therefore, our MTL-
LOREA approach does not rely on parameter tuning to
obtain outstanding performance, making it suitable for
practical applications.

TABLE 9
CMC Scores of Ranks from 1 to 50 on the iLIDS-VID,
PRID and VIPeR Datasets by STL, MTL-Att, MTL-FR

and the Complete MTL-LOREA

iLIDS-VID

Rank 1 5 10 20 30 50

STL 14.7 42.7 41.8 58.5 83.5 91.7
MTL-FR 37.7 54.0 47.4 64.9 85.3 92.5
MTL-Att 40.5 54.9 47.5 64.2 84.2 91.2
MTL-LOREA 43.0 60.0 70.2 85.3 90.2 96.3

PRID
Rank 1 5 10 20 30 50

STL 11.3 27.9 41.8 53.0 68.5 74.6
MTL-FR 11.3 34.1 47.4 61.1 69.8 79.0
MTL-Att 12.2 34.7 47.5 61.7 70.9 79.8
MTL-LOREA 18.0 37.4 50.1 66.6 73.1 82.3

VIPeR
Rank 1 5 10 20 30 50

STL 13.3 27.4 32.8 42.7 56.2 68.3
MTL-FR 35.3 63.3 75.6 83.8 89.9 94.4
MTL-Att 37.2 64.2 76.3 84.9 91.4 95.3
MTL-LOREA 42.3 72.2 81.6 89.6 93.1 97.4

Numbers indicate the percentage (%) of correct matches within a specific rank.

TABLE 10
CMC Scores at Ranks 1, 5 and 10 by MTL-LOREA with Varying

g (Importance of Attribute Embedding Error Term) and �
(Sparse Regularization) on iLIDS-VID Dataset

TABLE 11
CMC Scores at Ranks 1, 5 and 10 by MTL-LOREA with Varying

g (Importance of Attribute Embedding Error Term) and �
(Sparse Regularization) on PRID Dataset

TABLE 12
Precision (P), Recall (R) and F1-Score (in %) by MTL-LOREA
with Varying g (Importance of Attribute Embedding Error Term)

and � (Sparse Regularization) on SAIVT-SoftBio Dataset
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4.5.5 Weakness

Our approach performs fairly well in dealing with multi-
shot datasets, as shown from the experimental results, but
there still are several issues to address.

1) When the model is trained under single-shot sce-
nario, it must use data augmentation to generate
more training samples. For example, we need to
expand one image into 75 images through rotation
and translation on the VIPeR dataset.

2) When performing person re-identification, our
method uses person-specific classifiers. Therefore,
we need to train again for each additional person
added to the dataset, which takes more time.

3) It is difficult to encode shared information across
cameras for every person because there are few cam-
eras but many images of persons. In the future work,
we will consider two alternatives: (a) cameras are
treated independently, while all persons from a cam-
era share common characteristics; (b) information is
shared across both persons and cameras, which
could be a more effective solution.

4) Attributes provide auxiliary information apart from
low-level features. However, it is usually expensive
and impractical to obtain attributes from manual
annotations. Even though data driven attribute can
be learned, it still requires additional training and
annotation efforts. Therefore, it is hard to perform
person re-identification tasks with limited training
data. Our future work will also work on one-shot
attribute learning algorithm to address this problem.
We will also combine better features to further
improve the performance of our method.

5) Due to its powerful feature learning ability, deep
model has shown promising performance on person
Re-ID. Previous work [57] has implement a two-side
neural network for multi-task and multi-domain
learning. It is possible to propose a deep neural net-
work structure that implements multi-task learning
and attribute embedding. This will be explored in
our future work.

5 CONCLUSION

Wehaveproposed amulti-task learning formulationwith low
rank attribute embedding for person re-identification. Multi-
ple cameras are treated as related tasks, whose relationships
are decomposed as a low rank structure shared by all tasks
and task-specific sparse components for individual tasks by
MTL. Both low level features and semantic/data-driven
attributes are used. We have further proposed a low rank
attribute embedding that learns attributes correlations to con-
vert original binary attributes to continuous attributes, where
incorrect and incomplete attributes are rectified and recov-
ered. Our objective function can be effectively solved by an
alternating optimization under proper relaxation. Experi-
ments on four datasets have demonstrated the outstanding
performance and robustness of the proposed approach.
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