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ABSTRACT

With the development of the Internet and digital multimedia, the amount of image and
video data has exploded, and data storage and transmission are facing severe challenges. There-
fore, there is an urgent need for compression methods with lower bit rates and higher quality.
The current mainstream image compression standards and deep learning-based compression
methods use a technical system composed of transformation, quantization, and entropy coding
to obtain a compact representation of the signal and reduce redundant information based on
the statistical characteristics of the data. However, at extremely low bit rates, it is difficult to
recover images that obey natural image distribution from the very small amount of informa-
tion retained in these representations, and the reconstructed images have obvious block effects,
blurring, and other problems. As generative large models shine in text, image, and video gen-
eration, high-quality images and videos can be generated conditioned on a simple piece of text
or structure map, indicating that generative large models have learned the mapping from sparse
representation to complex image and video signals. This enlightens us to break through the
traditional compression framework, establish a more efficient and sparse compression repre-
sentation, discover and utilize the mapping learned with massive data and large-scale param-
eters, and have great potential to achieve high-quality image reconstruction at extremely low
bit rates. Based on this motivation, Cross-Modal Image Compression is proposed, expanding
compression representation based on text, increasing bit rate from less to more, and research
is carried out from increasing perceptual quality to lowering pixel-level distortion. The main
innovation points include the following three aspects:

First, a text-based cross-modal image compression method is proposed. Motivated by the
construction of extremely low bit rate image compression, considering that common compres-
sion representations such as transformation coefficients are difficult to effectively encode image
information at this bit rate, text is extended as a compression representation, and a text-based
cross-modal image compression method is proposed to alleviate block effects and blurring

problems of current compression methods to improve perceptual quality at extremely low bi-
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trates. Considering that text is a sequence of symbols with grammatical characteristics, end-to-
end optimization will make it difficult for the text to maintain grammatical characteristics and
semantic information. A rate-distortion optimization method based on multi-step self-critical
reinforcement learning is proposed. We explore the properties of text generation, reformu-
late the advantage function, use a self-critical method to estimate single-step and multi-step
advantage functions, and construct a rate-distortion reward function to achieve rate-distortion
optimization. Experiments show that a performance gain of 13% is achieved on the image
captioning-related metric CIDEr-D by the proposed method compared with the baseline model.
Compared with the contemporary best image compression method, the proposed method im-
proves FID, a perceptual quality evaluation metric, by 34% on the MSCOCO dataset at an
ultra-low bit rate below 0.001 bpp.

Second, a cross-modal image compression method based on the compact representation
of structure and texture is proposed. Starting from the two aspects of compact structure and tex-
ture generation, we generate and compress edge maps to achieve compact structure representa-
tion, generate dense captions as compact texture representation, and use a joint rate-distortion
optimization method. As such, the proposed method can alleviate the structure-preserving
problem of current compression methods at extremely low bitrates and improve the perceptual
quality. Specifically, edge map extraction network and vector quantization network are used to
generate and compress edge maps, dense caption generation is divided into region detection and
region captioning and unified modeled as a discrete sequence prediction problem. A two-stage
dense caption generation model based on Transformer is proposed. A two-stage rate-distortion
optimization method is used to optimize the model. Experiments show that compared with the
contemporary best image compression method, the proposed method improves FID by 27% on

the MSCOCO dataset at extremely low bit rates below 0.1 bpp.

Third, a cross-modal image compression method based on multi-modal consistency con-
straints is proposed. Motivated by text representation providing glocal semantic information
and latent space representation providing local texture and structure information at extremely
low bit rates, inter-modal consistency constraints based on a self-supervised learning paradigm
are constructed. An alternating rate-distortion optimization algorithm is proposed to achieve
compact text extraction, and a diffusion model based on text-latent representation is proposed
to alleviate the difficulty in the trade-off between perceptual quality and pixel-level distor-
tion of current compression methods at extremely low bitrates, where perceptual quality gets

higher and pixel-level distortion gets lower. Experiments show that a better tradeoff between
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the perceptual quality and pixel-level distortion at the extremely low bit rates below 0.1 bpp is
achieved by the proposed method, compared to traditional image compression methods, end-
to-end image compression methods, and generative image compression methods. Compared
with the current best generative image compression method, PSNR, a pixel-level distortion
evaluation metric, is improved by 17% on the Kodak dataset. This model can be combined
with traditional compression standards and achieve higher quality reconstruction at lower bit
rates, saving 50% in bit rate under the same perceived quality. The compressed representa-
tion obtained by this model has human-understandable text information and can better support
image retrieval applications. Moreover, under self-supervised compression optimization, the
cross-modal transformation alignment of multi-modal generative large models is improved.
The performance on text and image generation can exceed large models such as mPLUG-Owl
and Stable Diffusion 1.5 in the testing dataset. This shows that image compression can com-
plement generative large models, which also provides a novel perspective for improving the
performance of generative large models.

To sum up, Cross-Modal Image Compression is proposed. This work starts from text rep-
resentation as the basic compression representation and gradually expands it to achieve better
overall perceptual quality and pixel-level distortion. This work achieves efficient image com-
pression, analysis, and generation in a unified framework, laying the foundation for building

visual intelligence.

KEY WORDS: Image compression, cross-modal compression, generative image compression,

rate-distortion optimization
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