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The objective of the surgical phase recognition task under the laparoscopic surgery scenario is to
determine the surgical phase corresponding to each frame in the laparoscopic surgery video. As
one of the most fundamental tasks in computer-assisted medical systems, surgical phase



recognition has broad applications both during and after surgery. During the operation, the
surgical phase recognition method can assist doctors in determining the current surgical phase
being performed, thereby providing a more intuitive understanding of the current progress of the
surgery and enhancing the efficiency and safety of the operation. Post-surgery, the surgical phase
recognition can be utilized for medical education and archiving of surgical data.

Most current surgical phase recognition methods adopt a two-stage architecture, which first
extracts features from the surgical video through a feature extraction network, and then employs
various temporal models to extract temporal information and provide surgical phase recognition
results. However, in optimizing and improving surgical phase recognition methods, these
approaches tend to focus on enhancing the feature extraction network and the temporal models,
often overlooking additional information contained in the surgical video frames that could assist
the model in surgical phase recognition, such as organ information, key vascular information and
special surgical instrument information. Compared to organ information in surgical video frames,
vascular information is difficult to recognize, and instrument information has poorer
generalization. Therefore, this thesis employs organ information from the surgical video frames
as supplementary information to aid the model in the task of surgical phase recognition.

Using organ information to assist in the task of surgical phase recognition is challenging. The first
challenge lies in how to extract organ information from surgical videos. To extract the positional
information of organs in laparoscopic surgery videos, a laparoscopic surgery image dataset
suitable for organ detection is required. However, among the currently open laparoscopic surgery
datasets, there is no datasets that meet our requirements. Additionally, the complexity of the
surgical scene, such as changes in illumination, occlusion, camera movement, etc., makes the
extraction of organ information extremely difficult. The second challenge is how to utilize organ
information to aid surgical phase recognition methods. How to integrate the organ information
derived from the surgical videos with the video features extracted by the feature extraction
network is key to achieving the desired auxiliary effect. Furthermore, not all organ information is
helpful for surgical phase recognition. How to filter out this irrelevant information also poses a
challenge.

Addressing the mentioned two challenges, this thesis proposes solutions. Firstly, we constructed
two laparoscopic surgery image datasets suitable for organ detection in two different ways. For
the first dataset, appropriate video frames were manually selected from a laparoscopic surgery
video dataset, and the organs appearing in each video frame were manually annotated, with
detection boxes marking the location of the organs. For the second dataset, we directly
generated an organ detection dataset based on publicly open organ segmentation dataset. We
retained some video frames from the original dataset, and converted the mask annotations of
the corresponding organs in each video frame into detection box annotations. In addition, to
solve the issue of fewer surgical images in the proposed datasets, we introduced a data
augmentation method for laparoscopic surgery images based on camera movement.
Subsequently, organ detection models were trained on these two enhanced laparoscopic surgery
image datasets. Experimental results demonstrate that the organ detection models can
effectively detect the location of organs in the videos, exhibiting robustness to variations in
brightness and organ occlusion.

Secondly, this thesis proposes a laparoscopic surgery phase recognition method based on organ
detection. This method consists of two parts: an organ-detection fusion method and a



phase-shielding training approach. The organ-detection fusion method aims to integrate the
results obtained from the organ detection model with the video features derived from the
feature extraction method. The phase-shielding training approach aims to eliminate redundant
organ information in the fusion process, thereby improving the performance of surgical phase
recognition. Subsequently, a series of comparative experiments were conducted on the
laparoscopic surgery dataset. The experimental results demonstrate that the method proposed is
applicable under various temporal modeling architectures and performs as expected. Additionally,
ablation experiments were performed on the laparoscopic surgery dataset. The results indicate
that both components of the proposed method provide certain aid in surgical phase recognition.



